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WELCOME TO ICENS 2021 
 

On behalf of the organizing committee, we are pleased to announce 
that the 6th International Conference on Engineering and Natural 
Sciences (ICENS 2021) held from  June 23 To 27, 2021 (Hybrıd 

Conference). ICENS provides an ideal academic platform for 
researchers to present the latest research findings and describe 

emerging technologies, and directions in Engineering and Natural 
Sciences issues. The conference seeks to contribute to presenting novel 
research results in all aspects of Engineering and Natural Sciences. The 

conference aims to bring together leading academic scientists, 
researchers and research scholars to exchange and share their 

experiences and research results about all aspects of Engineering and 
Natural Sciences. It also provides the premier interdisciplinary forum 

for scientists, engineers, and practitioners to present their latest research 
results, ideas, developments, and applications in all areas of 

Engineering and Natural Sciences. The conference will bring together 
leading academic scientists, researchers and scholars in the domain of 
interest from around the world. The scientific program will focus on 
current advances in the research, production and use of Engineering 

and Natural Sciences with particular focus on their role in maintaining 
academic level in Engineering and Applied Sciences and elevating the 
science level. The conference's goal will to provide a scientific forum 
for all international prestige scholars around the world and enable the 
interactive exchange of state-of-the-art knowledge. The conference will 
focus on evidence-based benefits proven in clinical trials and scientific 

experiments. 

 
 

Best regards, 
Prof. Dr.Özer ÇINAR 
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Targeted Dual Therapy with Curcumin 
Encapsulated Liposomes for Treatment of 

Glioblastoma 
Belguzar Karadag1*, Guliz Ak1,2, Tugba Karakayali1,2, Baris Gumustas2, Gulce 

Danaci Ozmen2, Senay Sanlier1,2 

Abstract  

Glioblastoma multiforme is one of the most aggressive brain tumors occurring in the central nervous system and should be 
treated immediately as it spreads very quickly. One of the most important limiting effects in treatment is the inability of the 
drug to cross the blood-brain barrier. In this situation, it is important to develop new treatment approaches for glioblastoma. 
In this study, carmustine, doxorubicin and curcumin-loaded, and polyethylene glycol coated liposomes were developed for 
efficient and targeted therapy of glioblastoma. As active components,  carmustine is in the alkylating agent class, while 
curcumin is a herbal agent with a therapeutic effect. In addition, doxorubicin is used in many cancer treatments, including 
glioblastoma. 

First, a pre-emulsion was prepared using different lipids, and the lipid emulsion was passed through a microfluidic device 
to obtain liposomes. Empty liposomes were studied under the specified conditions and the hydrodynamic size, polydispersity 
index (PDI) of the samples were determined. Then, triple drug-loaded liposomes were prepared using diluted amounts of 
each drug, carmustine, doxorubicin, and curcumin. The encapsulation efficiency (%) of drugs was determined using HPLC 
analysis. The hydrodynamic size of the triple drug-loaded liposomes was 139.30±13.23 nm, and PDI value was 0.197±0.072. 
Finally, the surfaces of the liposomes were coated with DSPE-mPEG2000 to cross the blood-brain barrier. Liposomes were 
also characterized. Consequently, liposomes are predicted to have the potential for further in vitro and in vivo studies. 

Keywords: Carmustine, curcumin, doxorubicin, glioblastoma, liposome, targeted drug delivery      

 

1. INTRODUCTION  
Liposomes are nano- or micro-sized vesicles consisting of one or more lipid layers surrounding an aqueous 
compartment ([1], [2], [3]). The hydrophilic compounds can either be attached to the aqueous core of the 
liposomes or placed at the interface between the lipid bilayer and the outer water phase. Lipophilic or  

hydrophobic drugs are generally almost completely entrapped in the hydrophobic core of the lipid bilayers of 
liposomes. 

Liposomes have the advantage of providing good biocompatibility, biodegradability, low toxicity, drug-
targeted delivery, and controlled drug release ([4], [5]). The application of liposomes to aid drug release has an 
important impact in many biomedical fields. It is stated that liposomes are useful in stabilizing therapeutic 
compounds, overcoming barriers to cellular and tissue uptake, and improving the biodistribution of compounds 

*Corresponding author:Ege University, Department of Biochemistry, 35040, Bornova/Izmir, Turkey. 
belguzar.karadag@hotmail.com 
1Ege University, Department of Biochemistry, 35040, Bornova/Izmir, Turkey. 
2Ege University Center  for Drug Research, Development, and Pharmacokinetics Applications (ARGEFAR), 35100, 
Bornova/Izmir, Turkey.  
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to target sites in vivo. It enables these compounds to be delivered to target sites effectively while minimizing 
systemic toxicity [6]. 

Glioblastoma multiforme (GB) is one of the most aggressive and common primary brain tumors arising in the 
central nervous system. Because glioblastomas spread so quickly, they should be treated as soon as possible. 
Treatment options include surgical intervention, radiation, and chemotherapy. Although some progress has 
been made in diagnosis and treatment over the years, there is no definitive cure for GB. 

Since many drugs on the market cannot cross the blood-brain barrier and reach the brain and are ineffective in 
the treatment of brain diseases, recent research has aimed that the drug is effective in the targeted area, show 
the therapeutic effect in a shorter time, and show its effect by reducing its side effects. The use of liposomes is 
advantageous in reducing the side effects of drugs, providing passage through the blood-brain barrier, and 
effecting the drug on the desired region through active targeting [6].   

To improve blood circulation and brain-specific delivery, the liposome surface can also be modified by adding 
macromolecules such as polymers, polysaccharides, peptides, antibodies, or aptamers. Optimizing the ideal 
liposome to cross the blood-brain barrier (BBB) has important implications for the treatment of neurological 
diseases. Different liposomal formulations and strategies have been developed to increase drug delivery to the 
BBB. However, the efficacy of various anticancer drugs has been measured by liposome delivery. Since many 
drugs on the market cannot cross the blood-brain barrier and reach the brain and are ineffective in the treatment 
of brain diseases, recent research aims that the drug is effective in the targeted area and show the therapeutic 
effect in a shorter time. The use of liposomes is advantageous to reduce the side effects of drugs, to ensure their 
passage through the blood-brain barrier, and to effect the drug on the desired region through active targeting. 
The ease of preparation of the selected drug delivery system and its contribution to the reduction of treatment 
costs increase its usability in clinical applications [6].  

Significant research and preclinical studies have yielded positive results in liposome-assisted drug delivery over 
the past 50 years. For this reason, liposomes were preferred in the study. One of the most important 
phospholipids in the liposome structure is phosphatidylcholine (PC). Cholesterol, one of the bilayer 
compounds, is often incorporated into the bilayer to increase in vitro and in vivo stability. Cholesterol affects 
the fluidity of the phospholipid bilayers, thereby reducing their permeability for captured drugs. Cholesterol 
above a threshold concentration also reduces the enthalpy change associated with membrane phase transition, 
making liposomes less heat-sensitive [7]. 

In this study, PEG-coated liposomes with triple-drug load (BCNU, DOX, and CUR) were used to reduce the 
side effects of drugs, to ensure the passage through the blood-brain barrier, and to affect the drug on the desired 
region through active targeting. 

2. MATERIAL AND METHOD 

2.1. Material 
Potassium chloride (KCl), potassium dihydrogen phosphate (H2KO4P), cholesterol, doxorubicin (DOX) and 
curcumin (CUR), carmustine (BCNU) used in the project were purchased from Sigma-Aldrich. Disodium 
Phosphate (Na2HPO4) and sodium chloride (NaCl) were obtained from the brand Riedel-de Haen. 2-Propanol 
(IPA) from Carlo Erba and HiPerSolv CHROMANORM, ethanol and acetonitrile (ACN) from Merck, 
phosphatidylcholine from LIPOID P75-3, lecithin from IFF Lucas MEYER Cosmetic. 

2.2. Method 

2.2.1. Preparation of empty liposome 
The liposome preparation, phosphatidylcholine, lecithin, and cholesterol were weighed in a 6:6:1 weight ratio, 
respectively [9]. It was then dissolved in ethanol by heating at 50-60°C. This ethanolic lipid solution (v/v) was 
diluted with pH 7.4 phosphate-buffered saline (PBS). Next, this pre-emulsion solution was applied through a 
certain pass at a certain pressure through the microfluidics brand Microfluidizer Processor M-110L to reduce 
the size of the liposomes [8]. For characterization studies, particle size and PDI of empty liposomes were 
determined using the Zetasizer Ultra (Malvern) instrument. In addition, a Thermo Scientific Apreo S scanning 
electron microscope (SEM) was used to determine the morphological structures of empty liposomes. 
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2.2.2. Preparation of liposomes containing BCNU, DOX, and CUR 
Conditions for liposome formation were determined, and then the active substance loading (triple-drug loading) 
step was started. First, each drug was dissolved in its solvent. Because some drugs can dissolve better in 
different solvents. Thus, BCNU was dissolved in ethanol, CUR in acetonitrile, and DOX in PBS buffer. A 
certain amount of a mixture of drug solutions was used in the preparation of liposomes (Three drugs were mixed 
with liposomes). 

Liposome samples were collected by passing the liposome suspension containing BCNU, DOX, and CUR 
through the microfluidic device at a certain pressure, at a certain pass. A schematic representation of the drug 
loading steps (BCNU, DOX, and CUR) into liposomes is given in Figure 1. After flow, the liposomes 
encapsulated in BCNU, DOX and CUR were centrifuged and the supernatant separated. Washing was done 
twice with PBS buffer under the same conditions. Unbound drugs were removed by these procedures. 

The encapsulation efficiency (%) of the drugs was determined by performing the analysis on samples containing 
the supernatant and wash water for each, using high-performance liquid chromatography (HPLC) branded 
SHIMADZU LC-20AT, SHIMADZU LC-20AT (PDA), and SHIMADZU LC-20A. (equation 1). The image 
of the liposome suspension containing BCNU, DOX, and CUR prepared in the microfluidic device under the 
specified conditions is given in Figure 1. For characterization studies, the particle size of the triple drug-loaded 
liposomes and the PDI Zetasizer Ultra (Malvern) brand device were determined. 

 

                                                                  [Initial drug amount (mg) - Encapsulated drug amount (mg)] 
Encapsulation Efficiency (%) =                                                                            x100 (1) 
                                                                                                    Initial amount of drug (mg) 

 

2.2.3. Preparation of DSPE-mPEG2000 coated liposome 
For the preparation of DSPE-mPEG2000 coated liposomes, a certain amount of PEG was weighed and dissolved 
with 1 mL of PBS. Afterward, the PEG formed was stirred at 60°C for a certain time, and the temperature was 
brought to 25°C immediately as a result of the process [10]. Then the prepared PEG solution 2.2.1. was added 
to the empty liposome obtained in. Thus, 10% PEG solution was prepared. After this stage, these prepared 
solutions were dialysis process for a certain period. Then, hydrodynamic size, and PDI of the PEG-coated 
liposome were performed for characterization study. 
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        Figure 1. Schematic representation of drugs (BCNU, DOX, and CUR) loading steps into liposomes (drug-loaded 

liposome image was drawn with Biorender Program). 

 

3. RESULTS AND DISCUSSION 

3.1. Preparation of empty liposome 
Thanks to the use of liposome, one of the nanoparticle systems, in the treatment of glioblastoma, it is aimed to 
reduce the negative effects of chemotherapy in cancer treatment and to increase drug delivery to the cell level. 
In addition, it is of great importance to minimize the toxic properties of drugs by providing effective and safe 
treatment at low doses and to obtain the desired pharmacological response in the target area without harming 
healthy tissues. 

In the study, a pre-emulsion was first prepared using phosphatidylcholine, lecithin, and cholesterol. To obtain 
the desired size liposome, the lipid solution forming the pre-emulsion was given to the microfluidic device, and 
the liposome sample was obtained. Considering the flows determined from the microfluidic device in the study 
of [8], it was determined that the liposome sizes decreased, and a more monodisperse structure was formed 
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with increasing pressure and increasing flow passage. Therefore, the prepared lipid mixture was passed through 
the microfluidic device at a certain pressure and in a certain amount to obtain a liposome of the desired size. 
The results of the hydrodynamic size and PDI value of the empty liposome at the specific passage through the 
microfluidic device are given in Table 1. 

 

Table 1. The results of the hydrodynamic size and PDI value of the empty liposome flow passing through the microfluidic 
device at a certain amount. 

 
 

Hydrodynamic size 

 (nm) 

 

PDI 

 

The Designated 
Transition 

 

131.8±4.38 

 

 

0.315±0.02 

 

For characterization analysis, A: The hydrodynamic size plot of the empty liposome sample prepared at the 
passage specific passage and B: SEM analysis image to determine the morphology of the empty liposome 
sample are shown in Figure 2. The hydrodynamic dimensions of the empty liposome are 131.8±4.38 nm and 
the PDI is 0.315±0.02. The hydrodynamic size of liposomes is of great importance in the treatment of 
glioblastoma in terms of crossing the blood-brain barrier (KBB). It is stated in the literature that it is possible 
to overcome the blood-brain barrier (KBB) with nanoparticles with an average diameter of 100-400 nm [13]. 
The sizes in our study are in line with the literature, and the empty liposome sizes in the study are thought to 
have a suitable value in terms of both stability and crossing the BBB. 

In the literature, liposomes loaded with 7-Ethyl-10-hydroxycamptothecin (SN-38) have been prepared using a 
microfluidic device. The particle size of the negatively charged liposomes was found to be 283.3 nm and their 
size was given as 100 nm according to SEM imaging [11]. In our study, it was determined that the particle sizes 
in the dry state were around 120 nm in the SEM examination. It was also found that the liposomes were nearly 
spherical. It is seen that the particle sizes in the dry state are lower than the particle sizes in the liquid state. It 
was determined that the results were in agreement with the literature. 
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Figure 2. A: Hydrodynamic size plot of empty liposome at certain passage B: SEM image of empty liposome 

3.2. Preparation of liposomes containing BCNU, DOX, and CUR 
The hydrodynamic size and PDI values of the triple drug-containing liposomes prepared with certain initial 
concentrations of CUR, DOX, and BCNU for characterization studies are shown in Table 2. A: Hydrodynamic 
size plot of liposomes containing triple-drug prepared with certain initial concentrations of CUR, DOX, and 
BCNU, B: The encapsulation efficiency of liposomes containing BCNU, DOX, and CUR for each drug was 
determined by calculating the area values of the unencapsulated drugs in the supernatants. The results obtained 
are given in Figure 3. When the experimental data are examined, it is thought that the size values can exceed 
the BBB. It is also seen that the active substances are encapsulated in liposomes with high efficiency. It was 
determined that BCNU and CUR with the lipophilic structure were encapsulated at a much higher rate than 
DOX. 

 

 

 

Table 2. Results of hydrodynamic size and PDI value of triple drug-containing liposome prepared with CUR, DOX, and 
BCNU at the determined initial concentration 

 
BCNU, DOX and 

CUR concentration 
(µg/mL) 

 
Hydrodynamic size 

 
(nm) 

       
PDI 

 
Specified Initial 
Concentration 

 
139.30±13.23 

 
0.197±0.072 

 

For characterization studies A: Hydrodynamic size distribution plot of the liposome-containing triple-drug 
(CUR, DOX, and BCNU) prepared at the determined initial concentration, B: The % encapsulation efficiencies 
of the liposome containing the triple-drug (CUR, DOX, and BCNU) prepared at the determined initial 
concentration are shown in Figure 3.  
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Figure 3. A: Size of liposome loaded with BCNU, CUR, and Dox, B:  Encapsulation efficiency of BCNU, CUR, and Dox 

loaded liposome 

3.3. Preparation of DSPE-mPEG2000 coated liposome 
The surfaces of the liposomes were coated with DSPE-mPEG2000 to cross the BBB. Liposomes were also 
characterized. The hydrodynamic size and PDI value of 10% PEG-coated liposomes for characterization studies 
are given in Table 3. When the sizes are examined, it is thought that liposomes have an appropriate size in terms 
of both stability and crossing the BBB. 
 

Table 3. Hydrodynamic size, and PDI value results of 10% PEG-coated liposome   

Hydrodynamic 
size (nm) 

 

 

PDI 

 

10% 
PEG 

 

61.85±15.72 

 

0.339±0.07 

 

The hydrodynamic size distribution graph of 10% PEG-coated liposome for characterization studies is given in 
Figure 4. As a result of the experimental studies, it was determined that the size of the PEG-coated liposome 
was lower than the size of the empty liposome. In a study, pegylated liposomes containing SN-38 were 
prepared, and their properties such as particle size, encapsulation efficiency, in vitro drug release, and 
biodistribution were investigated. The encapsulation efficiency and in the vitro release rate of pegylated 
liposomes were higher than those of non-pegylated liposomes. As expected, the distribution of pegylated 
liposomes in body organs such as the liver, kidney, spleen, and lung was considerably lower than that of non-
pegylated liposomes [12]. Dimensional analysis results in this study are consistent with our results. 
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Figure 4. Hydrodynamic size distribution plot of 10% PEG-coated liposome,  

 

4. CONCLUSIONS 
In the study, the hydrodynamic size and PDI values of the empty liposome were determined for characterization 
studies, and the SEM image was evaluated for the morphology of the empty liposomes. In addition, liposomes 
containing doxorubicin, carmustine, and curcumin were also evaluated in terms of hydrodynamic size, PDI 
values, and encapsulation efficiency was calculated. Also, the surfaces of the liposomes were coated with 
DSPE-mPEG 2000 so that they could pass through the BBB. When these studies are evaluated, it is estimated 
that liposomes have good potential for in vitro and in vivo studies. The fact that the experimental data yielded 
results compatible with the literature sheds light on the next experimental stages. 
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Reference Sources for Calibration of 
Forehead Thermometers 

Mehtap Can1,2, Yasin Kisioglu1, Humbat Nasibov2 

Abstract 
According to the recent studies, diseases caused by influenza and similar viruses increase the human body 
temperature (HBT). Therefore, measurement of HBT, continuous fever screening in social areas with 
human flow, detection of these diseases and then isolation of these people play an important role in 
reducing the spread of epidemic diseases. The concept of social distance, which has been mandated during 
the COVID-19 pandemic, highlighted the importance of remote and non-contact HBT measurements. For 
this purpose, HBT measurements, the use of forehead thermometers due to their ability to perform rapid 
and non-contact measurements in fever scans and thermal cameras has become widespread. On the other 
hand, it is critical to have traceable calibrations of these devices for accurate measurement. In this study, 
a comparative analysis for the performance of two different reference sources, which can be calibrated for 
forehead thermometers with high precision, has been completed. First of all, surface scanning of these 
reference has been done by using a high precision and resolution thermal camera, and a transfer standard 
reference radiation thermometer. Then, the obtained results have been compared. Moreover, the 
temperature distributions of the active radiant areas of the reference sources have been extracted from the 
obtained results. Subsequently, both sources have been set to the same temperature values at certain 
intervals and their stability has been checked. Besides, ten forehead thermometers from different 
manufacturers have been calibrated by using two different reference sources. According to these 
measurements, it has been concluded that both reference sources can be used in the calibration of forehead 
thermometers with high accuracy. 

Keywords: Active Radiative Surface, Body Temperature, Calibration, Forehead Thermometer, Reference 
Source 

1. INTRODUCTION 
In various infectious diseases such as influenza or SARS-CoV-2 infections, one of the immune system's 
responses to infections is fever. As a result of the studies carried out in the Covid-19 pandemic, the use of non-
contact infrared thermometers in human body temperature measurement has become widespread. In the 
measurement of body temperature from the skin, the superficial temporal artery meets the necessary needs [1]. 
Since it is critical to ensure that the thermometers to be used in body temperature measurements will give safe 
results, the thermometers to be used should be calibrated regularly in a traceable manner. Since the thermometer 
must be suitable for the operating temperature range and band emissivity, the total band emissivity must first 
be determined for the selection of the reference radiation source and calibrator to be used. The main motivation 
of the studies is the establishment of the mechanism to be used for the calibration of infrared forehead 
thermometers within the traceability chain for the first time in Turkey. In this study, it is aimed to calculate the 
emissivity of the reference radiation source, which is thought to be used in the calibration of forehead 
thermometers, and to control its homogeneity. Thanks to the system to be established, the calibrations of 
forehead thermometers will be carried out at the TUBITAK-UME Thermodynamic Metrology Laboratory and 

1 Corresponding author: Kocaeli University, The Institute of Science, Biomedical Engineering, 41000, Kocaeli, Turkiye, 
mehtapcan2015@gmail.com   

2 TUBITAK-UME- National Metrology Institute, Termodynamic Lab.41400, Gebze/Kocaeli, Turkey. 
humbet.nasibli@tubitak.gov.tr,   
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when instructions are sent to the second level calibration laboratories, the calibrations in these laboratories will 
also be in accordance with the traceability chain. 

2. RECOMMENDED METHOD 
In this study, a new system was established for the measurement of emissivity of HGH brand surface type 
radiation source, which can be used in the traceable calibration of forehead thermometers. In this system, the 
Heitronics-ME30 model cavity-type standard reference black body, digital liquid baths, RTD Pt100, HGH 
brand reference radiation source, the controller of this source, and standard reference pyrometer are used. Figure 
1 shows the measurement setup of the ME30 model blackbody radiation used as a reference with a reference 
pyrometer. Figure 2 shows the radiation measurement setup of the HGH DCN source with a reference 
pyrometer. 

 
Figure 1. Measurement setup of ME30 model blackbody radiation used as a reference with a reference pyrometer 

 
Figure 2. Radiation measurement setup of the HGH DCN model source using a reference pyrometer 

The Heitronics-ME30 model blackbody was calibrated with a traceably calibrated Platinum Resistance 
Thermometer (RTD) in order to be used as a traceable reference radiation source. In this way, a traceability 
chain in accordance with ITS90 consisting of RTD, Heitronics ME30 black body, and reference pyrometer is 
provided.  

Both radiation sources were set to temperatures of 30, 33, 36, and 40°C, respectively, and when they reached 
thermal equilibrium at these temperatures, thermogram images were taken with a thermal camera. In this way, 
the homogeneity of the active radiation surfaces was checked. After both radiation sources reached thermal 
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equilibrium at each temperature value separately, reading values were recorded at 1, 0.98, and 0.96 emission 
values. Then, the differences in the temperature readings due to the emissivity change at the same temperature 
values were compared.  

In another phase of the study, 10 forehead thermometers from different manufacturers were calibrated in front 
of reference sources. To ensure that both sources are suitable for calibration, a surface scan was first taken with 
a reference pyrometer. In addition, surface temperature measurements were taken with a high-sensitivity and 
high-resolution thermal camera. As a result of these processes, it is seen that the active radiation surface 
temperature distributions of both sources are below 0.04˚C. When both reference sources came to thermal 
equilibrium at the determined temperatures, reference values were taken with a reference pyrometer. Then, at 
these temperatures, it was calculated how much the reading of forehead thermometers in object mode deviated 
from this reference value. 

3. EXPERIMENTAL RESULTS 
In Table 1, the average temperature values read when the emissivity values of 1, 0.98, and 0.96 are adjusted 
from the pyrometer while both sources are in thermal equilibrium at temperature values of 30, 33, 36, and 40°C 
are given. 

Table 1. Temperature readings of ME30 and HGH DCN model radiation sources at different temperatures and emissivity 
values 

The Temperature at 
which Sources Are Set 

(°C) 
Emissivity Value Source Type Temperature Reading 

from Pyrometer (°C) 

30 

1 
ME30 30,056 
HGH 29,812 

0,98 
ME30 30,104 
HGH 29,932 

0,96 
ME30 30,161 
HGH 29,964 

33 

1 
ME30 32,881 
HGH 32,614 

0,98 
ME30 33,08 
HGH 32,834 

0,96 
ME30 33,17 
HGH 32,985 

36 

1 
ME30 35,87 
HGH 35,766 

0,98 
ME30 36,011 
HGH 35,932 

0,96 
ME30 36,187 
HGH 36,087 

40 

1 
ME30 39,767 
HGH 39,664 

0,98 
ME30 40,03 
HGH 39,858 

0,96 
ME30 40,285 
HGH 40,055 

In order to compare the change in the temperature readings of both sources depending on the emissivity change, 
the difference values were calculated, and using these values, the graphs as shown in Figure 3 were obtained. 
The difference between the mean temperature value seen when the emissivity is set as 0.98 with the serial “1” 
and the average temperature value when set as 1 is shown. With “2”, the difference between the average 
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temperature value seen when the emissivity is set to 0.96 and the average temperature value is seen when set 
to 0.98 is shown. Figure 4 shows the deviation values of forehead thermometers from the reference value in 
object measurement mode, while ME30 and HGH DCN model radiation sources are at temperature values 
between 33°C and 42°C. 

 

 
Figure 3. Average temperature changes read from sources due to emissivity change 

    

    

Figure 4. The deviation amounts of the values read from the forehead thermometers used compared to the reference value 

4. CONCLUSION 
The uncertainty value accepted as the international metrology standard for the calibration of forehead 
thermometers is 0.6°C while k=2 [2]. As a result of this study, when the uncertainty component value ±0.1°C 
obtained from the HGH branded source is added to the measurement uncertainty budget, the standard total 
calibration uncertainty does not exceed ±0.3°C. In this way, it has been proven that the HGH DCN branded 
radiation source is in the 0.96-1 band of the emissivity measurement range and can be used as a calibration 
source in accordance with ITS90. In the calibration processes of 10 forehead thermometers from different 
manufacturers and with different working principles, using HGH DCN and ME30 model sources, it was 
observed that the resolution of all forehead thermometers used in the measurements taken at temperatures 
between 36.6°C and 37°C gave accurate results under the values specified by the manufacturers. It has been 
ensured that the forehead thermometers can be calibrated with high precision using both sources. Thanks to this 
setup, which was established, characterized and validated within the scope of the study, the calibration of 
forehead thermometers will be carried out at the TUBITAK-UME Thermodynamic Metrology Laboratory at 
the national and international levels. In addition, using the findings obtained, it will be ensured that the 
calibration of forehead thermometers can be traced in the second level calibration laboratories within the scope 
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of TURKAK, with the relevant instructions, guides, uncertainty budget, and training documents prepared by 
the UME-Thermodynamic Metrology Laboratory. 
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Derivation of Mechanical Properties of 
Polyester Geogrids Using Constant Stain Rate 

Loading Test 

Abdelwahab Tahsin1, Rami El-Sherbiny2 

Abstract 
The implementation of geosynthetics in civil engineering is becoming more recognized nowadays because 
of its superior rewards. Geosynthetics have proven to be among the most versatile and cost-effective ground 
strengthening techniques and soil improvement sustainable materials. The polymeric geogrids were 
recommended by most of International Codes as an appropriate sustainable soil reinforcement to replace 
the conventional metal reinforcement that used efficiently for soil improvement, roadway applications, and 
Mechanically Stabilized Earth MSE walls. Thus, mechanical properties and non-linear behavior of 
geogrids are dominant aspect in designing the soil reinforcement, MSE walls systems and significantly 
affect its performance and stability as well. This research work introduces analyses and results of 
laboratory constant strain rate (CSR) test of 20%, 10%, 6%, 3%, 1% and 0.05% strain/min conducted on 
five specimens of geosynthetics polyester (PET) geogrids manufactured by HUSKER. Tests were performed 
according to Multi-Rib tensile method ASTM D6637. Output acceptance features of tensile ultimate 
strength and strain at break were justified. Secant modulus at strain 1% and 2% were derived. Sensitivity 
of strain rate of loading on strength, stiffness and non-linear properties of geogrid was inspected. The 
higher CSR reveals increase of the measured secant modulus. The larger ultimate strength, the higher 
anticipated stiffness irrespective to loading strain rate. Based on the measured tensile load- strain 
relationship, the linear approximation of secant modulus is considerably acknowledged in the strain 
domain ≤ 2% which covers a wide scatter of geosynthetics reinforced structures conditions under service 
(working) loadings. The derived stiffness at 1% is larger than for 2% strain, which reflects phenomenon of 
non-linearity and stiffness relaxation with progressive elongation.  Behavior of reinforced soil is sensitive 
to stiffness rather than strength of geogrid. For numerical modelling purposes, a simple correlation chart 
was developed to predict secant modulus of geosynthetic PET geogrid based on strength. 

Keywords: Constant Strain Rate CSR test, Geosynthetics, Geogrid, MSE wall, non-linear, soil 
improvement, secant modulus 

1. INTRODUCTION   
The implementation of geosynthetics in civil engineering is becoming more recognized nowadays because of 
its superior rewards. Geosynthetics have proven to be among the most versatile and cost-effective ground 
strengthening techniques and soil improvement sustainable materials. The polymeric geogrids were 
recommended by most of International Codes as an appropriate sustainable soil reinforcement to replace the 
conventional metal reinforcement that used efficiently for soil improvement, roadway applications, and 
Mechanically Stabilized Earth MSE walls. Thus, mechanical properties and non-linear behavior of geogrids 
are dominant aspect in designing the soil reinforcement, MSE walls systems and significantly affect its 
performance and stability as well.  

Hypostatically, the behavior of geosynthetic reinforced soil is complicated due to the mechanical complexity 
of component materials, their interactions, geosynthetic properties, and soil characteristics as well. Numerical 
modelling of geosynthetic reinforced soil systems is now extensively utilized for the design, prediction of 

1 Corresponding author: ACE Consulting Engineers, Cairo, Egypt,  abdelwahab.tahsin@gmail.com 
2 Civil Engineering department, Cairo University, Egypt,  rsherbiny@gmail.com  
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measured responses, and in research to generate synthetic data for the purpose of filling-in knowledge gaps on 
the behavior of these systems. (Yan Yu and Richard J. Bathurst, 2016).  

In the engineering community, the available technical data sheets promoted by the geosynthetics manufacturers 
include only key design features of the ultimate strength and strain at break. On the contrary, the information 
about stiffness and secant modulus are not disclosed. These stiffness data are essential key input parameters for 
numerical modelling (Finite Element Method). Also, the non-linear stress-strain relationship of the 
geosynthetics is necessary to be investigated by conducting series of laboratory tensile test, perform date 
interpretation of the measured test results and identify the secant modulus at various strain domains.   

In this research paper work, we are focused on conducting proper geosynthetics characterization necessary for 
numerical simulations that can be used to predict operational (working stress) conditions rather than incipient 
wall collapse. A contribution of such undertaken proper material characterization of geosynthetics is essential 
for numerical finite element modelling for multi- asset application of geosynthetics reinforced soils such as: (a) 
soil reinforcement in the exhibition of high loads while strengthening of tailing impoundments and landfills, 
(a) soil improvement in general applications, (c) slope stability deemed to achieve the stability of sharp slopes 
in the presence of low shear strength deposits, and (d) mechanically stabilized earth wall to act as an efficient 
retaining system in an economical design basis.    

2. MATERIALS AND METHODS 

2.1. OVERVIEW  
The current study comprises 5 sets of nominated specimens Fortrac 35T, 55T, 80T, 110T, and 150T with 
varying strength and stiffness. Table 1 listed the physical properties of geogrid types as per the technical data 
sheet introduced by the manufacturer HUSKER. The standard raw material of these geogrids is the high-
modulus polyester (PET), which of high stiffness, low creep and uniform product strength. The geogrid 
specimens were tested on a tensile test machine under Constant Strain Rate (CSR) test in accordance with 
ASTM D6637, to investigate: (a) Tensile ultimate strength KN/m, and (b) strain at break. The secant modulus 
(J) KN/m at strain of 1% and 2% were derived based on the tensile force- strain relationship which is necessary 
for numerical modelling simulation. The CSR was varied to study the effect of strain rate of loading on the 
tensile strength and stiffness of the examined specimens of the PET geogrid. 

Table 1.  Physical properties for the tested geogrid types as per HUSKER data sheets 

PROPERTY TEST 35T 55T 80T 110T 150T 

Mass/Unit Area (g/m2) ASTM D-5261 185 240 320 350 440 

Aperture Size (mm) measured 25 x 25 25 x 25 25 x 25 25 x 25 25 x 25 

Percent open area CWO 22125 70% 70% 65% 65% 62% 

Ultimate wide width (MD) 
Tensile Strength (kN/m) 

ASTM D-6637 35 55 80 110 150 

Elongation at ultimate 
tensile strength –MD 

ASTM D-6637 ≤10% ≤10% ≤10% ≤10% ≤10% 

Long term design strength- 
MD (kN/m)* 

GRI GG4 18.8 29.5 42.9 59 81 

Standard Roll Size (m)  5x100 5x100 5x100 5x100 5x100 

Weight (kg)  114 141 182 192 205 

* To be reduced by factors: Durability = 1.2 and Installation= 1.2. 
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2.2. TEST APPARATUS AND SPECIMEN PREPARATION  
TESTOMETRIC M500- 50CT Universal Testing machine was used to perform the geogrid load-extension 
under Constant Strain Rate CSR. The apparatus comprises main tensile machine, pressure jack and computer 
control unit. The tensile machine consists mainly of clamps, sensors for recording the tensile force, and other 
sensors to monitor the extent of grips separation. The clamps must be attached with suitable pressure to avoid 
slippage. Clamping pressure must be equal for all specimens under the same test to manage consistent judgment 
between the anticipated results. Figure 1 presents photo of the tensile test apparatus and specimen installation 
prior to start of strain loadings. According to the Multi-Rib tensile method of ASTM D6637 “Standard Test 
Method for Determining Tensile Properties of Geogrids by the Single or Multi-Rib Tensile Method"; the 
specimen is schematically illustrated at Figure 2 should be a minimum of 200 mm wide and contains five ribs 
in the cross-test direction by at least three junctions or 300 mm long in the direction of the testing. The outermost 
ribs are cut prior to testing to prevent slippage from occurring within the clamps as instructed by ASTM D6637, 
clause 8.2.4. Thus, the width of intact ribs is 120 mm. The room ambient temperature was 20°c during test 
procedures to avoid adverse impact of the temperature in the test results.  

Minimum of three to five single tests were performed on the Machine Direction (MD) for each specimen of 
Fortrac 35T, 55T, 80T, 110T, and 150T, in accordance with ASTM D6637 using the multi- rib tensile method. 
Wide scatter of Constant Strain Rate CSR of 20%, 10%, 6%, 3%, 1% to slow rate loading 0.05% strain/min. 
were performed. The CSR was varied to study the effect of strain rate of loading on the tensile strength and 
stiffness of the PET geogrid. The tensile test results are necessary to address the main output acceptance 
features: (a) tensile ultimate strength kN/m, and (b) strain at break. The secant modulus (J) kN/m at strain of 
1% and 2% were derived based on the tensile force- strain relationship which is necessary for numerical 
modelling simulation. Since the geogrid CSR tests were carried out at the same in-door ambient temperature of 
20°C, temperature effect was not a factor in the test results accuracy. 

 

 

 

 

 

 

 

 

 

 

 Figure 1. Constant Strain Rate CSR tensile test apparatus  
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Figure 2. Specimen configuration; Multi-Rib tensile method -ASTM D6637 

3. RESULTS AND DISCUSSION 

3.1. TENSILE LOAD VERSUS STRAIN TEST RESULTS 
In accordance with ASTM D 4595 and after Hatami and Bathurst 2005; the determination of the ultimate 
strength is established on the peak strength measured during CSR of 10% strain/min. Based on the test 
measurement results, the Tensile Strength (kN) was derived by dividing the measured Peak Force by the width 
of intact ribs (120 mm). The Secant modulus kN/m at strain 2% was calculated by dividing the measured tensile 
force (at strain 2%) by 120 mm to get the tensile stresses then divided by 0.02 strain to result in the stiffness 
(secant modulus J2%).   

A range of 1.92-1.75 was derived for Factor Of Safety FOS which is safely covered the deemed long term 
strength as well as durability and installation factors (reductions) with wide acceptable margin as shown at 
Table 2. This FOS is calculated by dividing the mean measured tensile strength of the CSR tests listed in Table 
2 by the long term design strength listed in Table 1 “physical properties of the examined geogrid as per the 
technical data sheet”. For example for 110T; FOS= 112.73/59.0= 1.92.  Hence, results are in good agreement 
with manufactures technical data sheet. The linear approximation of tensile load- strain response is considerable 
accepted in the strain domain up to 2% which covers a wide scatter of geosynthetics reinforced structures 
conditions under service (working) loadings. Sample of the test results for five single specimens at 20% /min 
of 35T, 55T, 80T, and 110T is presented at Figure 3.  
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Figure 3. Force- strain response at CSR 20 %/min for the tested specimens of Fortrac 35T, 55T, 80T, and 110T 

Table 2. CSR test results for 10% strain/min- ASTM D 4595 

Type Test 

Peak 

Force 
(kN) 

Tensile 
strength 
(kN/m) 

Secant 
modulus 

kN/m 
(strain 
2%) 

Strain 
at 

peak 
% 

Type Test 

Peak 

Force 
(kN) 

Tensile 
strength 
(kN/m) 

Secant 
modulus 

kN/m 
(strain 
2%) 

Strain 
at 

peak 
% 

35T 

1 4.30 35.85 384 10.3 

80T 

1 11.06 92.19 859 11.1 

2 4.41 36.74 377 10.6 2 9.69 80.75 822 10.0 

3 3.87 32.27 395 9.5 3 10.95 91.24 854 11.0 

4 4.21 35.07 389 10.3 4 8.81 73.42 923 9.9 

5 3.77 31.44 403 9.0 5 8.09 67.42 883 8.3 

mean 4.11 34.27 390 9.9 mean 9.72 81.00 868 10.1 

55T 

1 7.23 60.28 546 11.5 

110T 

1 15.7 130.83 1099 11.9 

2 7.08 58.98 528 11.4 2 15.08 125.67 1126 11.2 

3 6.12 51.03 512 10.7 3 14.06 117.13 1095 10.8 

4 6.05 50.43 537 9.6 4 11.48 95.67 1165 9.1 

5 6.10 50.83 558 10.8 5 11.32 94.33 1153 8.9 

mean 6.52 54.31 536 10.8 mean 13.53 112.73 1128 10.4 

35T 

80T 110T 

55T 
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3.2. INFLUENCE OF STRAIN LOADING RATE ON STRENGTH  

The CSR was varied at rates 20%/min, 10%/min, 6%/min, 3%/min, 1%/min, and 0.05%/min to study the effect 
of strain rate of loading on the tensile strength and stiffness of the examined PET geogrid specimens. The 
influence of CSR on the tensile force- strain relationship and ultimate strength is illustrated in Figure 4 for the 
different geogrid examined specimens at rates 10%/min, 6%/min, 3%/min, and 1%/min where, the recorded 
tensile load increased as the CSR increased. The slow-rate rate 0.05%/min. was not conducted to the failure, as 
it consumed long time to reach the peak strain associated with failure. Testing was completed to approximate 
of 3% strain which cover wide range of the anticipated strain for service loading for various types of 
geosynthetic reinforced soil applications. Hence, the secant modulus at strain 2% was calculated accordingly.  

Results show that, higher CSR reveals increase of the measured secant modulus. The larger ultimate strength, 
the higher anticipated stiffness irrespective to loading strain rate. Based on the measured tensile load- strain 
relationship, the linear approximation of secant modulus is considerably acknowledged in the strain domain ≤ 
2% which covers a wide scatter of geosynthetics reinforced structures conditions under service (working) 
loadings. Behavior of geosynthetics reinforced soil is sensitive to stiffness rather than strength of the geogrid. 

 

Figure 4. Influence of strain rate of 10, 6, 3 and 1%/min. on tensile force-strain relationship for Fortrac 35T, 55T, 80T, 
110T, and 150T 

20 
 



 
3.3.  SECANT MODULUS (STIFFNESS)  
The sample total width is 200 mm, while the intact width is limited to 120 mm. According to ASTM D6637, 
clause 8.2.4 which stated that “within test methods A, B and C the outermost ribs are cut prior to testing to 
prevent slippage from occurring within the clamps. For those cases where the outermost ribs are severed, the 
test results shall be based on the unit of width associated with the number of intact ribs”. Hence, calculation of 
the secant modulus (J= EA1) at certain strain domain shall be the maximum tensile force divided by the total 
intact width per meter. The strength and stiffness of the geogrid is load, time, and temperature dependent. The 
room temperature is to be 20°c during testing procedure to avoid adverse influence of temperature on the test 
results. The literature (Boyle et al., 1996; Sawicki et al., 2002; Walters et al., 2002), stated that the geogrid is 
affected by strain rate of loading. 

After Hatami and Bathurst 2005, the determination of the ultimate strength, characteristics, and secant modulus 
are based on the results of CSR for 10% strain/min- ASTM D4595. Accordingly, at CSR 10%/min., the derived 
secant moduli for stain domain of 2% are 390, 536, 868, 1128 and 1396 kN/m for types 35T, 55T, 80T, 110T 
and 150T, respectively. The resulting secant moduli for strain domain up to 1% are 521, 729, 1104, 1583, and 
1583 kN/m for specimens 35T, 55T, 80T, 110T and 150T, respectively. Figure 5 demonstrates the trend 
between ultimate tensile strength for the examined specimens of Fortrac 35T, 55T, 80T, 110T, and 150T under 
CSR 10%/min. and the resultant secant modulus J2% for strain domain 2% as well as secant modulus J1% for 
strain domain 1%. For all examined geogrid specimens, the revealed modulus at domain 1% is relatively larger 
than corresponding for strain domain 2%, which reflects the phenomenon of the non-linearity and relaxation of 
geogrid stiffness with progressive elongation (strains). The higher induced strain, the relatively lower 
anticipated stiffness is. As reported by Hatami and Bathurst 2005, the linear approximation of tensile load- 
strain response is considerable accepted in the strain domain up to 2% which covers a wide scatter of 
geosynthetics reinforced soil/ structures conditions under service loadings rather than the incipient collapse. 

It should be pointed that, the performance of geosynthetic reinforced structure is sensitive to the geogrid 
stiffness rather than the geogrid strength. Values for secant modulus J at strain level 1% and 2% which were 
derived from the CSR tensile force- strain relationship results are utilized for derivation of the brought geogrid 
tensile forces based on the measured strains of the instrumented geogrid layers. Secant modulus of strain 2% is 
a necessary key input parameter for numerical finite element modelling of geogrid properties. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Trend of ultimate tensile strength versus secant modulus J2% and J1% for CSR 10%/min. 

The performed CRS tests program did not involve testing of specimen 200T. Thus, correlated to the examined 
specimens CSR test results of 35T, 55T, 80T, 110T and 150T, a statistical prediction for the trend among 
strength, secant modulus J2% at 2% strain and J1% at 1% strain was used to estimate the secant modulus J1%  and 
J2% of Fortrac 200 of value 2538 kN/m and 1893 kN/m, respectively. Ratios between stiffness (J2%) to (J1%) for 
various examined specimens and predicted stiffness values of Fortrac 200T were evaluated as presented in 
Table 3, where the predicted (fitted) secant modulus J2% = 8.9263 x Ultimate Tensile Strength + 97.425.  From 
a practical stand point, such expression and chart (correlation) are simple and helpful to predict secant modulus 
(not published by manufactures to public engineering community) of geosynthetic PET geogrid based on 
nominal ultimate strength, which is essential key input parameter for numerical FE modelling purposes. 
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The CSR was varied to assess the effect of strain rate of loading of 20%/min, 10%/min, 6%/min, 3%/min, 
%/min and 0.05%/min. on the secant modulus at strain 2% (J2%) and at strain 1% (J1%) as illustrated in Figures 
6(a) and 6(b), respectively. General trend of the test results shows that, the larger ultimate strength, the higher 
anticipated secant moduli, regardless of the strain rate of loading. For the different examined geogrid 
specimens, the higher CSR reveals an increase of the induced secant modulus J2% and J1% for the same examined 
specimen with variable ratios. 

 

Table 3. CSR test for 10% strain/min. – secant modulus J2% and J1% 

 Tested specimens Predicted  

 35T 55T 80T 110T 150T 200T 

Measured J2%  (kN/m) 390 536 868 1128 1396  

Fitted J2%  (kN/m) 410 588 812 1079 1436 1893 

diff. (kN/m) 5.09 9.77 -6.51 -4.32 2.89  

Measured J1% (kN/m) 
521 729 1104 1583 1958 2538.9 

(fitted) 

J1%/ J2% 

ratio 

1.336 1.360 1.272 1.403 1.403 average = 

1.355 

For practical assessment of the influence for strain rate of loading, the anticipated secant modulus for the 
examined specimens shall be normalized to the corresponding of the nominal representative test of rate 
10%/min. of ASTM D4595 (after Hatami and Bathurst 2005). Table 4 listed the normalized ratios of the 
variable strain loading rates to rate 10%/min. of J2%. For example; increasing rate to the upper bound (fast 
loading rate) 20 %/min provided an increased ratio of J2% from 1.03 to 1.26. On the contrary, reducing rate to 
the lower bound (slow loading rate) 0.05 %/min. exposed a decreased ratio of J2% from 0.80 to 0.87. 

Table 5 shows the normalized ratios of the variable strain loading rates to rate 10%/min. of secant modules J1%. 
For example; increasing rate to the upper bound (fast loading rate) 20 %/min provided an increased ratio of J1% 
from 1.08 to 1.27. In contrast, decreasing rate to the lower bound (slow loading rate) 0.05 %/min. exposed a 
reduced ratio of J1% ranged from 0.71 to 0.83.  

 

 

 

 

 

 

 

Figure. 6. Influence of strain rate of 20, 10, 6, 3, 1, and 0.05 %/min. on geogrid secant modulus: (a) J2% and (b) J1% 

 

 

 

 

a b 
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Table 4. Influence of CSR at modulus J2% -normalized to 10% strain/min.  

 CSR 20%/min. CSR 6%/min CSR 3%/min CSR 1%/min CSR 0.05%/min 

150T 1.17 0.99 0.98 0.90  

110T 1.12 0.97 0.92 0.92 0.87 

80T 1.03 0.93 0.89 0.87 0.86 

55T 1.26 0.96 0.92 0.88 0.85 

35T 1.13 0.89 0.89 0.81 0.80 

Table 5. Influence of CSR at modulus J1%- normalized to 10% strain/min.  

 CSR 20%/min. CSR 6%/min CSR 3%/min CSR 1%/min CSR 0.05%/min 

150T 1.21 0.96 0.85 0.78  

110T 1.13 0.95 0.88 0.86 0.76 

80T 1.08 0.96 0.92 0.89 0.83 

55T 1.27 0.90 0.86 0.80 0.71 

35T 1.11 0.92 0.88 0.76 0.76 

 

4. CONCLUSIONS AND REOMMENDATIONS  
This paper introduces analyses, interpretation, and results for series of laboratory constant strain rate (CSR) 
tests of 20%, 10%, 6%, 3%, 1%, and 0.05% strain/ min. conducted on five sets of geosynthetics polyester (PET) 
geogrid specimens. Tests were performed according to the Multi-Rib tensile method of ASTM D6637. Main 
output acceptance features of tensile ultimate strength and strain at break were justified. Results are in good 
agreement with manufactures technical data sheet. Values for Secant modulus J at strain level 1%, and 2% were 
derived from the tensile force- strain relationship results, which are necessary for numerical Finite Element 
modelling. Sensitivity for the influence of strain rate of loading on strength, stiffness, and non-linear properties 
of geogrid was inspected for the different examined specimens. We are focused on simulations that can be used 
to predict operational (working stress) under static conditions rather than incipient collapse. The main findings 
might be summarized as follows: 
• The measured tensile force– strain relationship showed a non-linear behavior of the examined geosynthetics 
PET geogrid specimens.   
• The higher CSR reveals increase of the measured secant modulus. The larger ultimate strength, the higher 
anticipated stiffness irrespective to loading strain rate. 
• Based on the measured tensile load- strain relationship, the linear approximation of secant modulus is 
considerably acknowledged in the strain domain ≤ 2% which covers a wide scatter of geosynthetics reinforced 
structures conditions and mechanically stabilized earth walls under service (working) loadings. 
• The derived stiffness at 1% is larger than corresponding for 2% strain, which reflects phenomenon of non-
linearity and stiffness relaxation with progressive elongation associate with loading increments.  
• Performance of geosynthetics- reinforced soil is sensitive to stiffness rather than strength of geogrid. 
• For numerical modelling purposes, a simple correlation chart was developed to predict secant modulus (not 
published to public) of geosynthetic PET geogrid based on the nominated ultimate strength. 
• For practical assessment of the influence for strain rate of loading on stiffness; tables were developed for the 
normalized ratios to rate of 10% strain/min. (ASTM D4595) for J2% and J1%.  
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Detection of Micron-Scale Particles on Optical 
Surfaces by Photothermal Method 

Pervin Tuzun1,2*, Fikret Yildiz3, Semih Yurtseven1, Humbat Nasibov1  

Abstract 
Since the physical sizes of viruses and bacteria are in nano-scale range, optical methods are more efficient 
among the others, due to the fast detection ability. Optical force and interferometric methods stand out 
among these methods. On the other hand, photothermal spectroscopy methods are widely used to 
investigate the optical surfaces. Due to high spatial resolution the Common-Path Interferometry (PCI) 
method, has been widely used in the measurement of the absorption value of optical components and 
coatings in recent years. Since the PCI method comprises a combination of pump/probe lasers, the accuracy 
of the measurements directly depends on the stability of the lasers used. In this study, the short-term stability 
of the aforementioned lasers was increased and thus, the sensitivity of the measurements of phase-
difference was increased accordingly. The optical absorption of various optical glass substrates and optical 
coatings was examined with the PCI method. In addition, within the scope of this study, the surfaces of 
various optical glasses and optical coatings were examined using the PCI method at one-dimension and 
2D. During the experiments, using a single-mode continuous wavelength laser with wavelength of 640 nm 
and a long coherence length (>100 m), various dust and particles on the optical surfaces up to 100 microns 
in size were investigated. The effect of these particles on the optical absorption values of various optical 
surfaces (BK7, Fused-silica glasses, different dielectric coatings, etc.) was analyzed and discussed. 

Keywords: CW Laser, Interferometer, Optical Absorption, Phase Difference, Photothermal Method 

1. INTRODUCTION 
Photothermal spectroscopy is a high-precision group of measurement methods used to measure the optical 
absorption and thermal properties of materials [1]. Photothermal spectroscopy is based on the generation of 
photo-induced changes in the thermal state of materials [2]. Photo-induced absorption increases with increasing 
laser intensity. Optical absorption phenomena, especially the absorption of high-power laser radiation on the 
surface of optical components, cause a number of physical phenomena in the optical component [3]. Once light 
energy is absorbed by the material, it causes heating in the material. This heating causes a temperature gradient 
in the material. Laser-induced photothermal effects cause changes in some thermodynamic parameters such as 
temperature, pressure, density in optical components. By observing, measuring, and analyzing these changes, 
information about the characteristic properties of the optical component can be obtained. The Photothermal 
Common-Path Interferometry (PCI) method is one of the photothermal spectroscopy methods, and it is widely 
used to measure the ultra-weak absorption values of optical components. The method allows to retrieve a 2D 
map of ultra-weak optical absorption measurements on the optical surface with a very high spatial resolution. 
This ability of the PCI method can be used to detect various particles and contamination on optical surfaces [4-
6].   
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2. MATERIAL AND METHOD 
The PCI, used for low absorption measurements, is based on the pump/probe technique [7]. The method is used 
for measurements of weak optical absorption values of optical coatings, glasses, crystals, etc. [8]. Briefly, the 
in this method a high-power single mode laser, named as a pump laser (denoted as a Pump Laser in Figure 2.1), 
is focused on optical surface under the test (Sample) by means of a lens (L1). The other laser, namely a probe 
laser (Probe Laser in Figure 2.1) with more weak output power and different wavelength is focused on the same 
point on the sample surface with a second lens (L2). The waist diameter of the probe beam should be at least 3 
times greater than the waist diameter of the pump beam [7]. The pump and probe beams have intersected an 
angle between them at about 20° or less. The reason for directing the beams at this angle is to obtain as much 
intersection area as possible within the optical component. 

In the PCI method, a high 3D resolution is achieved by obtaining the intersecting pump/probe geometry and it 
is ensured that no signal is produced other than the signal coming from the optical component.  By the 
overlapping pump and probe geometry of the PCI method, photothermal signals can be obtained from both the 
bulk and the coating of a coated optical components. The optical power absorbed by the optical component in 
the PCI setup, heats the sample inhomogeneously. This absorption state generates a radially varying 
temperature gradient in the optical component. This temperature change causes optical distortion in the 
wavefront of the probe laser due to photothermal effects. Thermal lens formation is one of these photothermal 
effects. This thermal lens formed in the optical component produces weak distortion of the phase of the probe 
laser. This phase distortion is detected by a photodetector (PD) and processed by a lock – in amplifier device. 

 
 

Figure 2.1. The optical schema of PCI setup, within the scope of this study. 

 

In this study a solid-state single mode laser with a wavelength of 640 nm and an output power of about 1 W is 
used as a pump laser. The low power probe laser is a single mode He-Ne laser with wavelength of 543 nm and 
an output power of 2 mW. The beam waists (at 1/e2) of the pump laser and probe laser are about 30 μm and 
110 μm, respectively. The pump laser heats on the sample an area with a diameter of about laser beam waist 
and causes a deformation of the sample surface. The probe beam with a diameter of about three times greater 
than the diameter of the distorted area is very accurately collinearly positioned on the distorted area. When the 
probe beam passed through this area the distortion in the center of the probe beam is formed. This distortion 
causes the interference between the distorted central part and the undistorted outer part of the probe beam. This 
effect is called “the self interference” phenomena and constitutes the physical base of the PCI method. In the 
setup established in this study, the sample is located on the X-Y-Z axis stepper motors, thus allowing to move 
the sample in the X-Y-Z direction with respect to pump/probe beams converging point. Bu this way it became 
possible to retrieve a 3D map of the absorption coefficient by scanning the sample in three directions. 

3. RESULTS AND DISCUSSION 
In setups was used to assess the weak absorption coefficient of high-purity optical components and dielectric 
coatings. A special homemade software was developed to retrieve a one-dimensional and two-dimensional map 
of the ultra-weak absorption measurements. Furthermore, since the stability of the probe laser in the setup 
directly affects the measurement results, the short time stabilities of the laser were enhanced by means of several 
noise-eaters. The ultra-weak optical absorption values of various optical glass substrates and optical coatings 
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were examined with the PCI method, and it was found that the optical absorption values with an absolute value 
of around 1 ppm were measured with 0.1 ppm sensitivity. In the established system, photothermal signals of 
various optical components were obtained in one and two dimensions. The graph is given in Figure 3.1 
represents the measurements taken by gradually increasing the power of the pump laser inside an uncoated 
glass. The graph indicates that the photothermal signal obtained from an uncoated glass increases with the 
linearly increased power. The linearity of the system in this way allows the calibration of the whole system to 
be performed relatively. 

 
Figure 3.1. Variation of AC/DC/P signal with pump laser power in uncoated glass 

 

Since such sensitivity was achieved, the system was used for the detection of micron-sized particles on a surface 
of a highly polished glass plate. During the experiments, various dust and particles on the optical surfaces 100 
– 500 microns in size were investigated by using the one-dimension and two-dimensions scanning technique. 
The effect of these particles on the optical absorption values of various optical surfaces (uncoated windows, 
fused silica glasses, different dielectric coatings, etc.) was analyzed. The photothermal signals are received 
from a tempered glass along the two axes (2D) and one axis shown in Figure 3.2. There are particles up to 500 
micrometers in size on the surface of the tempered glass. While these particles can be easily seen in the 2D 
photothermal signal, they cannot be seen in the one-dimensional signal. Micron-sized particles on the optical 
surface cause an increase or decrease in the 2D photothermal signal. The increase or decrease in the 
photothermal signal is determined by the current phase of the probe beam. The magnitude of this increase in 
the photothermal signal gives information about the size of the particle on the optical surface. Depending on 
the particle size, the phase of the probe beam changes, which means the larger the particle, the greater the phase 
change. 

 

 
Figure 3.2. 2D and 1D photothermal signal received along the surface of the tempered glass. 
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Beside the particle detection on the optical surfaces the PCI method was used to detect damages on the optical 
surfaces. Fig.3.3 shows a 2D and one-dimensional photothermal signal from an uncoated silica glass with a 
surface defect of approximately 500 micrometers. 2D photothermal signal received from the uncoated damaged 
silica glass indicates that photothermal signal increases around the damaged point. 

 

 

Figure 3.3. 2D and 1D photothermal signal received along the surface of the uncoated silica glass. 

4. CONCLUSIONS 
A PCI setup has been developed to measure the ultra-weak absorption values of optical bodies and optical 
surfaces. In this setup, a sensitivity of 0.1 ppm was achieved in the absorption measurements. In this study, 
since such a sensitivity was achieved, the PCI setup was used to the detect micron-sized particles on the optical 
surfaces. During the experiments, various dust and particles on the optical surfaces 100-500 microns in size 
were investigated. The effect of these particles on the optical absorption values of various optical surfaces 
(BK7, fused-silica glasses, different dielectric coatings, etc.) was analyzed and discussed. It has been observed 
that in addition to particle detection at the micron scale, various damages in the optical component can also be 
detected. 
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On the Calibration of Diffraction Grating 
Based Monochromators 

Elif Asena Ozer1, Mevlut Karabulut2, Semih Yurtseven3, Humbat Nasibov4 

Abstract 
Although mini-spectrometers based on integrated optical elements (fiber-coupled), an image sensor and a 
circuit are penetrating in a variety of applications, including color measurement, agriculture and food 
safety, process control, etc., diffraction grating based monochromators are still preserve their role as a 
reference device for spectral measurements. Precise characterization and calibration of spectral sensing 
devices, illumination sources and various optical filters and windows require a precisely calibrated 
monochromator.  Pen-type spectral lamps filled with noble gases and their mixture are widely used for this 
purpose. However, these lamps are very fragile and have short life time when employed with an unproper 
power supply. In this work we present experimental results of application of multi-color tunable laser 
source for fast and precise calibration of Czerny-Turner monochromator. The obtained results are 
compared with those obtained by means of several different pen-type lamps.  The experimental results of 
this comparison are discussed in this work.    

Keywords: Czerny-Turner monochromator, Multi-color tunable lasers, Pen-type lamps 

1. INTRODUCTION 
Monochromators are used to obtain a nearly single wavelength light, namely monochromatic light, from the 
polychromatic light coming from the light sources, like lamps, the Sun, etc. Nowadays, the wavelength range 
of monochromators are span from UV up to far infrared region.   

There are two commonly used types of monochromators: prisms and grating based systems. Although the input 
and the output of these devices are similar, the wavelength separation principle behind these systems are 
completely different. In prism based monochromators, the sole of the device is a prism that refracts the light at 
the interface of two surfaces (prism material and the surrounding air) with different refractive indexes, and thus 
creating angular dispersion (Fig.1. (a)). Historically, the prism based monochromators were the first devices to 
be developed in the field. However, they have some limitations. Their resolution is significantly lower than 
grating based monochromator system and their separation technique is non-linear; thus, it creates mechanical 
problems with focusing a specific wavelength on the exit slit. However, these prism based monochromators are 
widely used in the UV and far UV regions of the electromagnetic spectrum, due to their high resolution in this 
region. 
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Figure 1. (a) Prism monochromator system 

 
(b) Grating based monochromator system 

Another type of monochromators is a grating-based monochromator. When monochromatic light enters the 
monochromator, it exits only in a direction specific to the diffraction grating; moreover, this property can be 
used to determine the wavelength of the monochromatic light (Fig.1. (b)). 

Different types of gratings are used inside the monochromator to provide the desired wavelength output, and 
these gratings allow only wavelengths passed through the monochromator output, thanks to the grating 
equation, and the remaining beam is scattered or absorbed in the monochromator. 

A monochromatic light beam of wavelength λ falls on a grating and is diffracted along a number of separate 
paths. The light refracted by each trough at a distance d between them combines to form set of diffracted wave 
fronts. Diffraction by a grating is shown in Figure 2. The angles, α and β are measured from the grating normal. 
According to the principle of constructive interference, light from adjacent grooves will be in phase only when 
it is equal to the wavelength of the light 𝜆𝜆, or an integer multiple thereof, which will cause constructive 
interference.  At all other angles, waves from the groove surfaces will cause destructive interference [1]. These 
relationships can be expressed with the grating equation: 

 𝑛𝑛𝑛𝑛 = 𝑑𝑑(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)                                                                                                                                       (1) 

 
Figure 2. Diffraction by a grating 

Monochromators are commonly used for the spectral calibration and characterization of spectrometers, 
pyrometer, illumination sources and various optical filters and windows. Monochromators used as secondary 
standards must be properly calibrated to ensure traceability of characterization measurements to SI standards 
[2]. Precise knowledge of monochromator specifications is required for accurate calibration results. Common 
calibration procedures rely on the measurement of spectral lines emitted by pen-type spectral lamps or lasers 
[2]. 

The spectrum of output wavelength accuracy of the grating monochromator is one of the main parameters of 
the monochromator. Calibration data changes after prolonged use or realignment of the grating monochromator, 
and it does not accurately determine wavelength, spectral resolution degrades with other problems. This should 
be resolved by wavelength calibration; thus, grating monochromator output wavelength calibration is an 
important and integral part for scientific measurement [3]. 

In grating based monochromators, the grating is rotated with a rotational motor system. By changing the angular 
position of this motor, the angle of the grating is changed depending on the incident beam and the exit slit of 
the monochromator. However, the angular position of the motor with respect to the incident beam should be 
calibrated. In other words, the calibration of the monochromator means the establishment of a relation between 
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the angular position of the rotational motor and the wavelength of the monochromatic light at the exit port of 
the monochromator. 

2. MATERIALS AND METHOD 
The standard procedure for wavelength calibration of monochromators in the visible and near infrared 
wavelength range is to use pen-type spectral lamps, filled with a noble gas (such as neon lamps), or their 
mixtures, with spectrally well-known emission lines as the primary wavelength standard [4]. A major 
disadvantage of this procedure is in the removal of the calibrated monochromator and replacement of the 
original source with standard light source in the same position which may cause variations in the incident light 
path before and after replacement and there may be inconsistencies after installing the standard light source [3]. 
In addition, lamps with spectrally well-known emission lines in the visible and near-infrared regions are 
available for calibration, but not for the infrared and far infrared wavelengths [3]. Therefore, the laser diffuse 
reflection method was proposed to perform monochromator field calibration using a monochromatic light of a 
laser at different wavelengths.  

In this study, multi-color tunable laser source was used to eliminate the aforementioned disadvantages of pen-
type lamps and the two methods were compared. In the first method, we used a pen-type spectral lamps for the 
monochromator calibration. In the second method, we used multicolor laser with 5 different irradiation 
wavelengths; 543,5 nm, 594,1 nm, 604,6 nm, 611,9 nm and 632,8 nm. In the monochromator calibration 
process, the effect on the output wavelength bandwidth is a function of monochromator slit width at the input 
and output options. The measurements were performed at various slit widths. 

In the first method, we performed the calibrations with pen-type spectral lamps (Fig. 3 (a)). Pen-type spectral 
lamps produce light in narrow, intense ultraviolet (UV) to infrared (IR) wavelengths due to the excitation of 
various rare gases and metal vapors. These lamps are useful for wavelength calibration of spectroscopic 
instruments such as monochromators, spectrographs and spectral radiometers; however, they are very fragile 
and have short life time when employed with a unproper power supply. We used different pen-type spectral 
lamps such as neon and argon as the monochromator light source for the calibration. 

In our measurements, the calibration lamps were positioned as close to the entrance slit as possible (Fig. 3 (b)). 
Before starting the measurement, it has been waited for 1 hour for the stability of the lamps and a series of 
spectral measurements have been performed with the entrance slit varying between 0.5 mm - 2 mm by changing 
the exit slit separately at each entrance slit. Each measurement has been repeated 3 times and the average has 
been calculated. 

 
Figure 3. (a) Calibration with pen-type spectral lamp 

 
(b) Positioning the lamp 

Afterwards, the laser calibration method was introduced (Fig. 4 (a)) to measure the broad spectrum of grating 
monochromator output wavelength accurately, based on the grating diffraction principle and targeting the 
calibration need. A multi-color tunable laser source at 543,5 nm, 594,1 nm, 604,6 nm, 611,9 nm and 632,8 nm 
wavelengths with an output power above 2 mW has been used as the monochromator light source. Before 
starting the measurements, it has been waited for 1 hour for the stabilization of the laser. Si detector operating 
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in the 400-1200 nm wavelength range that can easily detect the wavelength change has been placed in the exit 
slit. In order to prevent the laser from saturating, an OD2 filter has been used in front of the laser. 

 
Figure 4. (a) Calibration with laser 

 
(b)Positioning the laser beam relative to the entrance 

slit 

3. RESULTS AND DISCUSSION 

3.1. Calibration with Neon Pen-Type Spectral Lamp 
A series of spectral measurements were performed by keeping the entrance slit constant at 1 mm and changing 
the exit slit. The data obtained was then used for monochromator calibration. In Figure 5, intensity graph has 
been obtained from the spectral measurements using a neon pen type lamp emitting between 570-750 nm when 
the entrance and exit slits were 1 mm and 2 mm, respectively. 

 
Figure 5. The intensity graph obtained with neon lamp by the entrance slit 1 mm and the exit slit 2 mm. 

4 different slit widths have been selected for the spectral measurements of the neon lamp. The reference values 
of the neon lamp are given in the first column of Table 1. Neon lamp reference values have been compared 
with average values. 
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Table 1. Comparison of reference values and the values obtained as a result of in measurements made with a neon lamp 

References / 
nm 

Entrance 
slit 1 mm - 

Exit slit 
0,25 mm 

Entrance 
slit 1 mm - 

Exit slit 
0,5 mm 

Entrance 
slit 1 mm - 

Exit slit 
0,75 mm 

Entrance 
slit 1 mm - 
Exit slit 1 

mm 

Average Standard 
Deviation 

 

603 0,2 0,3 0,3 0,1 0,22 0,10  

607,4 0,5 0,4 0,3 0,2 0,35 0,13  

609,6 0,5 0,4 0,3 0,2 0,35 0,13  

614,3 0,4 0,3 0,2 0,2 0,28 0,10  

616,4 0,4 0,3 0,2 0,1 0,25 0,13  

621,7 0,2 0,2 0,1 0,1 0,15 0,06  

626,7 0,1 0,2 0,2 0,1 0,15 0,06  

630,5 0,3 0,1 0 0,1 0,13 0,13  

632,8 0,3 0,3 0,2 0,1 0,23 0,10  

633,4 0,5 0,4 0,3 0,3 0,38 0,10  

638,3 0,3 0,3 0,2 0,1 0,23 0,10  

640,2 0,4 0,3 0,2 0,1 0,25 0,13  

650,7 0,2 0,2 0,2 0,1 0,17 0,05  

659,9 0,4 0,3 0,2 0,2 0,28 0,10  

667,8 0,4 0,2 0,3 0,2 0,28 0,10  

671,7 0,2 0,3 0,2 0,2 0,22 0,05  

693 0,3 0,3 0,2 0,1 0,22 0,10  

 

x 

 
Figure 6. Correction graph between 603 - 693 nm in measurements with neon lamp 
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𝐹𝐹𝐹𝐹𝐹𝐹1 = −(1 × 10−9)𝑥𝑥6 + (5 × 10−6)𝑥𝑥5 − 0,0078𝑥𝑥4 + 6,6053𝑥𝑥3 − 3156𝑥𝑥2 + 804018𝑥𝑥 − (9 × 107)   (2) 

𝐹𝐹𝐹𝐹𝐹𝐹2 =  0,0005𝑥𝑥2 −  0,6981𝑥𝑥 +  238,33                                                                                                     (3) 

For the repeatability of the measurements, subsequent measurements were performed without touching the 
system or realigning, and the time delays were kept as short as possible. One important thing is that, increasing 
the slit-width increases the uncertainty of the measurements. 

 
Figure 7. The comparison of the measurement data of grating monochromator and neon lamp spectrum 

𝐹𝐹𝐹𝐹𝐹𝐹3 = 1,0004𝑥𝑥 − 0,5178                                                                                                                               (4) 

The comparison of the experimental data of grating monochromator and neon lamp spectrum is given in Figure 
7 and calibration equation is given in the Equation 4. 

3.2. Calibration with Argon Pen-Type Spectral Lamp 
In the second method of the calibration, a series of spectral measurements were performed between 400 -1100 
nm using an argon pen-type lamp. The intensity graph was obtained for constant entrance slit of 1 mm and the 
exit slit varying between 0,25 mm and 2 mm. The result is given in Figure 8. 

 
Figure 8. The intensity graph obtained with argon lamp 

A comparison has been made between the reference values and the values obtained as a result of the 
measurements. The reference values of the argon lamp are given in the first column of Table 2. 
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Table 2. Comparison of reference values and the values obtained as a result of in measurements made with a argon lamp 

Referen
ces / nm 

Entra
nce slit 
1 mm - 

Exit 
slit 
0,25 
mm 

Entra
nce slit 
1 mm - 

Exit 
slit 0,5 

mm 

Entra
nce slit 
1 mm - 

Exit 
slit 
0,75 
mm 

Entra
nce slit 
1 mm - 

Exit 
slit 1 
mm 

Entra
nce slit 
1 mm - 

Exit 
slit 
1,25 
mm 

Entra
nce slit 
1 mm - 

Exit 
slit 1,5 

mm 

Entra
nce slit 
1 mm - 

Exit 
slit 
1,75 
mm 

Entra
nce slit 
1 mm - 

Exit 
slit 2 
mm 

Avera
ge 

Standa
rd 

Deviati
on 

 

696,5 0,3 0,4 0 0,1 0,1 0,2 0,3 0 0,18 0,15  

738,4 0,3 0,3 0,1 0,2 0,1 0,2 0,1 0,1 0,18 0,09  

750,4 0 0,3 0 0,2 0 0,1 0,3 0,3 0,15 0,14  

751,5 0,3 0,1 0,2 0,2 0,2 0 0,6 0,5 0,26 0,20  

763,5 0,3 0,3 0,2 0 0,1 0,1 0,2 0,2 0,18 0,10  

772,4 0,2 0,2 0,1 0,1 0,1 0,1 0,1 0,2 0,14 0,05  

794,8 0,2 0,2 0,1 0,1 0,1 0,1 0,2 0,1 0,14 0,05  

801,5 0,2 0,1 0,2 0,1 0 0,1 0,5 0,3 0,19 0,16  

811,5 0,2 0,3 0,1 0,1 0,1 0,2 0,1 0,2 0,16 0,07  

826,5 0,3 0 0 0,1 0 0,1 0 0,1 0,08 0,10  

840,8 0,3 0,3 0,2 0 0 0,2 0,1 0 0,14 0,13  

842,5 0,2 0,2 0,1 0 0 0 0 0,2 0,09 0,10  

912,3 0,2 0,2 0,1 0 0 0,1 0 0,2 0,10 0,09  

922,4 0,1 0,1 0,2 0,1 0,1 0,1 0,2 0,1 0,13 0,05  

965,8 0,1 0 0,1 0,1 0,1 0,1 0 0,1 0,08 0,05  

1047,1 0,1 0,2 0 0,1 0 0,3 0,2 0 0,11 0,11  

Using these results, for monochromator grating, the correction for 696,5 - 1047,1 nm wavelength is given in 
Figure 9 with the correction equation obtained using polynomial fitting (Equation 5). 

 
Figure 9. Correction graph between 696,5 – 1047,1 nm in measurements with argon lamp 

𝐹𝐹𝐹𝐹𝐹𝐹4 = (1 × 10−12)𝑥𝑥5 − (7 × 10−9)𝑥𝑥4 + (1 × 10−5)𝑥𝑥3 − 0,0098𝑥𝑥2 + 4,2336𝑥𝑥 − 726,75                      (5) 
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3.3. Calibration with Laser 
In the last method of the calibration, a series of spectral measurements were taken with a multi-color tunable 
laser by keeping the entrance slit of the monochromator constant at 1 mm and changing the exit slit between 
0.25 mm and 1 mm. In the Figure 10, the laser wavelength was set as 543,5 nm and then the intensity graphs 
were obtained by changing the exit slits. 

 

 
Figure 10. Intensity graph obtained with multicolor tunable laser at a wavelength of 543,5 nm 

Laser reference values have been compared for these 4 different slit widths and the results are given in Table 
3. The reference values of the laser are given in the first column of Table 3. Laser reference values have been 
compared for average values, and the obtained data is shown in Figure 11. 

Table 3. Comparison of reference values and the values obtained as a result of in measurements made with a laser 

References / 
nm 

Entrance 
slit 1 mm - 

Exit slit 
0,25 mm 

Entrance 
slit 1 mm - 

Exit slit 
0,5 mm 

Entrance 
slit 1 mm - 

Exit slit 
0,75 mm 

Entrance 
slit 1 mm - 
Exit slit 1 

mm 

Average Standard 
Deviation 

 

543,5 0 0 0 0 0,00 0,00  

594,1 0,1 0,1 0,1 0,1 0,10 0,00  

604,1 0,9 0,8 0,8 0,7 0,80 0,08  

611,9 0,3 0,2 0,1 0,1 0,18 0,10  

632,8 0,4 0,3 0,2 0,1 0,25 0,13  

 
Figure 11. Correction graph between 543,5 – 632,8 nm in measurements with laser 
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In Figure 12, the results of the comparison with the multi-color tunable laser have been added to the comparison 
of the measurement data of grating monochromator and neon lamp spectrum. It has been observed that the data 
points of the laser are in the line with the neon lamp calibration graph which shows that the laser can also be 
used for monochromator calibration. 

 
Figure 12. Adding the results of the comparison with the multicolor tunable laser to the comparison of the measurement 

data of the grating monochromator and the neon lamp spectrum 

4. CONCLUSION 
Calibration of the monochromator grating have been made using neon spectrum lines, argon spectrum lines and 
multi-color tunable laser. A wavelength correction was obtained by using the experimental data. Calibrating 
with different light sources have increased the accuracy of the calibration. By comparing multi-color tunable 
laser and neon pen-type spectral lamp, it has been shown that laser can also be used for monochromator grating 
calibration. A multiwavelength laser like one used in this work can be used for the fast calibration of 
monochromators and spectrometers. 
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Numerical investigation of natural convection 
heat transfer of nanofluids in a square cavity 

 

Abd el malik Bouchoucha1, Rachid Bessaïh2, Abdelfettah Boussaid3 

 

Abstract 
A numerical study of natural laminar 2D convection in a square cavity with a nanofluid was made 
application. The application consists of a square cavity filled with a nanofluid (Cu-water). The vertical 
walls are kept adiabatic. While the bottom wall is hot, and the horizontal top wall of the enclosure are 
maintained at a relatively low temperature (Tc).The influence of Rayleigh numbers and the concentration 
of nanoparticles (Al2O3, Cu, Ag, and TiO2) dispersed in a base fluid (water), on the flow and a thermal 
field is presented. A house code in FORTRAN, based on the finite volume method, was used to simulate 2D 
flow with heat transfer. The results indicate that the addition of nanoparticles in pure water makes it 
possible to improve the heat transfer, in particular, to low Rayleigh number. Although the addition of 
nanofluids (TiO2 and Al2O3) also increases the heat transfer, their influence is not important as for Cu-
water and Ag-water. 

Keywords: Natural convection, Nanofluids, Cavity. 

1. INTRODUCTION 
Laminar natural convection on cavities has attracted many researchers, due to its practical applications in 
engineering such as heat removal from solar collectors, electronic and electrical equipments and nuclear reactor 
design. All the authors of these papers on natural convection in cavities, some of them focused on natural 
convection enhancement utilizing nanofluids [1-5]. Paragraph Lam and Prakash [6] reported that the global 
entropy generation might be due to fluid friction is found to increase in convection dominated regime. It is also 
observed that with increasing of Darcy number, porosity and Rayleigh number of the surface averaged Nusselt 
number for both top and bottom heat sources is increased. Aminossadati and Ghasemi [7] investigated the free 
convection of nanofluid in a square cavity cooled from two vertical and horizontal walls and heated by a 
constant heat flux on its horizontal bottom wall. They reported that the type of nanoparticles and the length and 
location of the heat source affected significantly the heat source maximum temperature. The also reported that 
natural convection in an isosceles triangular enclosure with a heat source located at its bottom wall [8]. 
The main objective of this study is to investigate the steady laminar natural convection in a square cavity filled 
with nanofluid. The influence of various heat source lengths, solid volume fraction, heat source lengths location 
and Rayleigh number. 

2.1 Problem Description 

The configuration considered in this study is shown in Fig 1. A square cavity of dimension L is filled with pure 
water and nanofluid. The vertical walls are kept adiabatic. While the bottom wall is hot, and the horizontal top 
wall of the enclosure are maintained at a relatively low temperature (Tc). The base fluid (water) used is 
incompressible, Newtonian fluid that satisfies the Boussinesq hypothesis and the nanofluids assumed to be 
incompressible and the flow is laminar. The thermo-physical properties of the nanofluid are constant, except 
for the variation of density, which is estimated by the Boussinesq hypothesis. 
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2.2 Governing Equations 

The non-dimensional continuity, momentum and energy equations are written as follows 

0
Y
V

X
U

=
∂
∂

+
∂
∂

                                                                                                 
  (1) 












∂

∂
+

∂

∂
+

∂
∂

−=
∂
∂

+
∂
∂

2

2

2

2

fnf Y
U

X
U

X
P

Y
UV

X
UU nf

αρ
µ

                                                                   
(2) 

( )
θ

βρ

ρβ

αρ
µ

Pr2

2

2

2

Ra
Y
V

X
V

Y
P

Y
VV

X
VU

nfnf

n

fnf

fnf +







∂
∂

+
∂
∂

+
∂
∂

−=
∂
∂

+
∂
∂

                                                     
(3) 










∂
∂

+
∂
∂

=
∂
∂

+
∂
∂

2

2

2

2

f

nf

YXY
V

X
U θθ

α
αθθ

                                                                
(4) 

The effective density of the nanofluids given as 

( ) pfn 1
f

φρρφρ +−=
                                                                                  

(5) 

Where ϕ is the solid volume fraction of nanoparticles.  
The thermal diffusivity of the nanofluid is 
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f
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(6) 

Where, the heat capacitance of the nanofluid is given by: 
( ) ( ) ( ) ( )pfn CpCpCp

f
ρφρφρ +−= 1

                                                                  
(7) 

The thermal expansion coefficient of the nanofluid can be determined by 
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The effective dynamic viscosity of the nanofluid given by Brinkman [9] as 

( ) 5.2
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In Eq (2), knf is the thermal conductivity of the nanofluid, which for spherical nanoparticles, according to 
Maxwell [10] is 
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In order to cast the governing equations into a dimensionless form, the following dimensionless parameters 
are introduced 
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Where Ra and Pr are the Rayleigh and Prandtl numbers and thermal conductivity ratio defined as  
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2.3 Boundary Conditions 

The dimensionless boundary conditions are 

    :10,0 ≤≤= YX ,0== VU 0=
∂
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x
θ

 

  :10, ≤≤= YlX ,0== VU 0=
∂
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x
θ

 

:10,0 ≤≤= XY ,0== VU 1=θ  

:10, ≤≤= XlY ,0== VU 0=θ  

2.4 Local and Average Nusselt numbers 

The local Nusselt number on the heat source surface is defined as 

fk
hLNu =                                                                                              (13) 

Where h   is the heat transfer coefficient determined by
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By using the dimensionless variables mentioned above, the local Nusselt number becomes as 
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Where θ and X are the dimensionless temperature and coordinate, respectively. Finally, the average Nusselt 
number Num along the heat source surface can be obtained as 

 
dANu

A
1Num ∫=                                                                 (16) 

3. NUMERICAL METHOD  
The governing equations presented in Eqs.(2) - (4) along with the boundary conditions are  solved by using 

FORTRAN code, which using a control volume formulation [29].The numerical procedure called SIMPLER 
algorithm [11] is used to handle the pressure-velocity coupling. For treatment of the convection terms in 
equations (2)-(4), power-law scheme was adopted. The convergence was obtained when the energy balance 
between the heat source and the cold wall is less than a prescribed accuracy value, i.e., 0.1%. 

3.1 Grid Independence Study 
The study was undertaken to six grids: 60×60, 80×80, 100×100 and120x120 nodes. Table 2 shows the 

variation of the maximum values Num with grid size for Al2O3-water nanofluid, ϕ = 0.1 and Ra=105. The 
changes in the calculated values are very small for three80×80, 100×100, 120×120 grids and we noticed that 
the variation of Num between 100×100 and120×120 nodes is less than 0.002014 (see Table 2). However and 
after running tests of independence between the numerical solution and the mesh, the fourth grid 100×100 
nodes was chosen to complete the calculations. This grid also gives the best compromise between cost and 
accuracy of calculations. 

Table 1.Grid independency results (Al2O3-water nanofluid, ϕ = 0.1 and  Ra=105) 

Grid 60×60 80×80 100×100 120×120 

Num 4.231977 4.229471 4.230342 4.232356 

3.2 Code Validation 

To verify the accuracy of the present numerical study, the numerical code was validated with the numerical 
results   of Aminossadati and Ghasemi [7] at Ra=105, φ=0 and 0.10 for the local Nusselt number Nu Fig.2 (a) 
and Vertical velocity profiles along the mid-section of the enclosure Fig.3 (b).As shown in Fig.2 (a-b) the 
present results shows good agreement with the numerical results of Aminossadati and Ghasemi [7]. 

 

Fig.2. Comparison between present study and those of Aminossadati and Ghasemi [7] at Ra=105, φ=0 and 0.10 (a) Local 
Nusselt number NuS along the heat source and (b) Vertical velocity profiles along the mid-section of the enclosure for 
various heat source lengths. 
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Fig.3 Variation of average Nusselt number ratio with solid volume fractionφ at various Rayleigh numbers  and various 

dimensionless heat source lengths. 
 

 
a)                                                             b) 

Fig. 4. a) Vertical velocity profiles along the mid-section of the enclosure for various heat source lengths (Cu–Water, Ra = 
105, D = 0.5 and B = 0.4), b) Profile of local Nusselt number along the heat source for various solid volume fractions (Cu–

Water, Ra = 105, D = 0.5 and B = 0.4). 
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Fig. 5.Streamlines for the enclosures filled with Cu–water nanofluid for different locations of the heat source at ϕ = 0, 1, et 
Ra=105. 

 
 

 

 

 

 

 
 

Fig. 6. Vertical velocity profiles along the mid-section of the enclosure for different locations of the heat source ϕ = 0,1, et 
Ra=106   

 

X

V
(Y

=0
.5

)

0 0.2 0.4 0.6 0.8 1-30

-25

-20

-15

-10

-5

0

5

10

15

20

25

30

D = 0
D = 0.3
D = 0.7

Ra = 105

43 
 



 

 
 

Fig. 7. Vertical velocity profiles along the mid-section of the enclosure for various heat source lengths (Profile of local 

Nusselt number along the heat source for various heat source lengths (Cu–Water, Ra = 105, D = 0.5 and ϕ = 0.1). 

 

a) b) 
Fig. 8 a) Vertical velocity profiles along the mid-section of the enclosure for various heat source lengths. Profile of 

local Nusselt number along the heat source for different types of nanofluids (Ra = 105, B = 0.4, D = 0.5 and ϕ = 0.1). 

Fig. 3 presents the variation of the average Nusselt number with volume fraction of nanoparticles and for 
various Rayleigh numbers (104–106) at different various dimensionless heat source lengths. The average 
Nusselt number increases with increasing the volume fraction for all values of Rayleigh number. By increasing 
the volume fraction of nanoparticles, the viscosity of nanofluid increases slowly, which leads to a slower 
movement and this in turn reduces the heat transfer rate. There by, the augmentation of nanofluid thermal 
conductivity enhances the thermal exchange and the conductivity effect is more considerable than the viscosity. 
Consequently, the heat transfer increases by increasing the solid volume fraction. It is observed that when the 
Rayleigh number increases, the convection heat transfer becomes more dominant on one side. On the other 
side, an effective thermal conductivity is achieved. In addition, the viscosity of nanofluid effects becomes also 
important. A balance between a wanted effect of enhanced thermal conductivity and unwanted effects of 
increased viscosity sets the optimal volume fraction. An increase in the dimensionless heat source lengths the 
average Nusselt number increasing for all cases. 
In order to have a better understanding of the flow behaviour in this situation, the vertical velocity profiles 
along the mid-section of the enclosure are presented in Fig. 4.a. Symmetrical velocity profiles are observed 
which indicate the direction of the flow rotation within the enclosure. In fact, the flow rises in the middle and 
descends near the vertical walls. It is also clear that the absolute magnitude of vertical velocity increases with 
increasing the volume fraction. This is because of stronger buoyant flow for higher heat generation rates. Fig.4.b 
shows the variation of the local Nusselt number along the heated wall for Ra= 105for ϕ=0.1 at different for 
various solid volume fractions,  the Rayleigh number Ra=105. The circulation strength increases as a result of 
higher buoyancy forces. This results show an increase of the local Nusselt number. As a result of the stronger 
circulation produced by elevated thermal energy transport, it is observed that the local Nusselt number profiles 
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become symmetric for all cases. The local Nusselt number increases with increasing the volume fraction for all 
values of Rayleigh number. 
Fig. 5 displays the isotherms for different locations of the heat source on the bottom wall at Ra= 105. The 
isotherms show that as the heat source moves away from the left cold wall, the maximum flow temperature 
increases. This can be explained by the distance that the fluid needs to travel in the circulating cell to exchange 
the heat between the heat source and the left cold wall. In fact, the closer the heat source is to the left cold wall, 
the higher heat removal and the lower heat source maximum temperature is achieved. It is clear that the 
isotherms follow the movement of the heat source and their extension in the enclosure becomes more noticeable 
as the heat source moves away from the left wall.  
Fig. 6 presents the vertical velocity profiles along the midsection of the enclosure V at Y = 0.50 (middle of the 
cavity) for different positions of the heat source at Ra = 105. We have seen that the velocity profiles varies 
according to the heat position, it gains maximum velocity when the heat position tans towards the middle of 
the cavity. So from the results it is noted that the position of the heat source plays a major role in the velocity 
of the nanofluid. 
presents the vertical velocity profiles along the midsection of the enclosure V at Y = 0.50 (middle of the cavity) 
for different various dimensionless heat source lengths at Ra = 105.In terms of Num and Tmax values at 
different Rayleigh numbers and three different heat source lengths .Finally, this code has been further validated 
against the study for natural convection in a partially heated enclosure filled with nanofluid Al2O3-water 
nanofluid at different Rayleigh numbers. In order to have a better understanding of the behavior of the flow in 
this situation, the vertical velocity profiles along the mid-section of the enclosure are shown in Fig. 7 a. 
Symmetrical velocity profiles are observed which indicate the direction of flow in the enclosure. In fact, the 
flow rises in the middle and goes down near the vertical walls. It is also clear that the absolute magnitude of 
the vertical velocity increases with increasing length of the heat source, due to stronger floating flow for higher 
heat generation rates. Fig. 7.b shows the profile of local Nusselt number along the heat source for different for 
different various dimensionless heat source lengths at Ra = 105. This figure shows symmetrical profiles of the 
local Nusselt number along the heat source for different heat source lengths. As previously stated, the highest 
local Nusselt number is found in both ends and the lowest is obtained at the middle of the heat source, 
respectively. In general,  increasing  the length of the heat source results in a decrease in the local Nusselt 
profile. 

Fig. 8.a shows the profile of local Nusselt number along the heat source for different types of nanofluids. 
Symmetrical profiles are obtained for all nanofluids with the lowest Nusselt number for the middle of the heat 
source. The TiO2 has the lowest value of thermal conductivity compared to other nanoparticles, hence, it has 
the lowest values of Nusselt number. Cu and Ag, on the other hand, have the highest values. In addition, the 
thermal conductivity of Al2O3 is approximately one tenth of Cu and Ag, thus, the Nusselt number for Al2O3 is 
lower than that for Cu and Ag. In order to have a better understanding of the behavior of the flow in this 
situation, the vertical velocity profiles along the mid-section of the enclosure are shown in Fig7.b. Symmetrical 
velocity profiles are observed which indicate the direction of rotation of the flow in the enclosure. In fact, the 
flow rises in the middle and goes down near the vertical walls. It is also clear that the absolute magnitude of 
the vertical velocity increases with increasing length of the heat source. This is due to a stronger floating flux 
for higher heat generation rates. 

5. CONCLUSION 
A numerical study of two dimensional natural convection of a nanofluid that consists of water and Al2O3 in a 
in a square cavity filled. A comparison with previously published work was performed and the results were to 
be in good agreement. The results show that the effect of previous parameters has considerable effects on the 
flow and heat transfer. The important concluding remarks are presented below. 

• Nusselt number increases with an increasing volume fraction of nanoparticles. 
• Heat transfer increases with increase in the volume fraction of the nanoparticles and the heat source 

length. 
• The number of the average Nusselt increases with increasing length of the heat source. 
• the uses of the nanoparticle have a positive effect on heat transfer 
• La viscosité dynamique augmente avec l'augmentation de la fraction volumique des nanoparticules 

(Al2O3-eau). 
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Evaluation of a novel bio-waste obtained from 
sawdust as an adsorbent for removal of 

Pyronin B  
Mehmet Kaya1 

Abstract 
In this work, the evaluation of low-cost, abundantly available, efficient and eco-friendly bio-waste 
adsorbent (BWA) obtained from waste tea stem (sawdust tea wood) was presented as an alternative to the 
current expensive methods of removing Pyronin B (PyB) dye from aqueous solution. The effects of varied 
factors, amount of adsorbent, initial dye concentration, contact time, etc., were studied, and optimal 
experimental conditions were revealed. In addition, structural and morphological characterization of BWA 
was confirmed by FTIR, SEM study. It was found that the Lagergren’s model could be used for the 
estimation of the system’s kinetics. The present investigation and comparison with other reported 
adsorbents concluded that BWA may be applied as an attractive low-cost option for removal of PyB from 
aqueous solution. 

Keywords: Adsorption, Dye Removal, Sawdust, Pyronin B, Bio-waste  

1. INTRODUCTION 
The agriculture industry manufactures food harvest, industrial crops and other products. It also produces 
billions of tones of other materials regarded as “waste”. Investigations find out that a variety of agricultural 
waste products such as bark of trees, rice husk, saw dust of various plants, groundnut shells, coconut shells, 
cotton seed hulls, waste tea leaves, etc. have been experimented [1-8]. Therefore, agricultural waste recycling 
is one of the most important research areas for solution to the energy dilemma faced by civilizations during the 
last few years [9-13]. A considerable part of these research interests is related to development of novel 
adsorbents, which are eco-friendly due to their incomparable chemical composition, utility in abundance, 
renewable, low in cost and viable option for hazardous and toxic substances remediation such as dyes [14, 15]. 
Dyes have been largely used in food and laser industries, the textile, in many areas such as cosmetics, medicine, 
pharmacology, while the manufacturing and consumption of dyes worldwide has reached approximately 
700,000 tonnes [16, 17]. Dyes can also hinder the growth and photosynthesis of several plants and bacteria by 
absorbing sunshine entering water. Troubles are getting graver owing to the fact that the complex aromatic 
structures of dyes render them ineffective degradation of  dyes [18]. Therefore, removal of dyes from polluted 
wastewater is a main work for environmental preservation. There are several methods of removing dyes, 
however, it is rather troublesome to treat wastewater by conventional processes because of the complex 
molecular structure of dyes [17]. Hence, innovative treatment methods are being investigated. Among the 
various treatment options available for the removal of dyes from industrial effluents, adsorption is one of the 
most effective methods [19].   
In this regard, the objective of the paper is to bring out adsorption properties of BWA sawdust obtained from 
tea stem for PyB dye removal and it is used in investigations for the first time corresponding with the current 
work. Besides, it is characterized as an adsorbent material by using Fourier transform infrared spectroscopy 
(FT-IR), molecular absorption spectroscopy and scanning electron microscopy (SEM) techniques. Even though 
many studies on the production of sawdust adsorbent from various plants referred above are present in the 
literature, there seems not to be a lot of comparable studies on using this adsorbent.  

1 Recep Tayyip Erdogan University, The Faculty of Arts&Sciences, Department of Chemistry, Rize, Turkey 
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2. MATERIALS AND METHODS 

2.1. Materials 
PyB as a pollutant dye model, which was purchased from Merck, was used without any further purification and 
its chemical formula is presented in Fig.1. Tea tree sawdust was obtained from agricultural tea tree waste in 
Rize/Turkey.  

 
Fig. 1 Chemical Strucutre of PyB Dye 

 

2.2. Preparation of the adsorbent and adsorbate 
The biomaterial waste used as an adsorbent was intensely washed under deionized water to remove 

any particulate. Then, they were dried in oven at 105°C for 24 h. Sawdust adsorbents were grained and sieved 
by a range of sieves and only when the particles became smaller than 75 µm, they were used. A stock solution 
of 1.04 g/L of PyB adsorbate was prepared in deionized water. It is subsequently diluted whenever necessary 
considering optimum concentrations. 

2.3. Adsorption Studies 
The effect of contact time was studied by taking the samples from the shaker at predetermined time 

intervals and residual dye concentration was analyzed. Finally, Langmuir and Freundlich isotherms were used 
to analyze the equilibrium adsorption data. Perkin-Elmer (Model Lambda 35) spectrophotometer for absorption 
measurements was used. The amount of PyB adsorbed per unit mass of adsorbent, 𝑞𝑞e (mg g−1), was calculated 
as follows: 

𝑞𝑞𝑒𝑒  = (𝐶𝐶0 − 𝐶𝐶𝑒𝑒).𝑉𝑉
𝑊𝑊

  ,    
 (1) 

where 𝐶𝐶0 and 𝐶𝐶e (mg L−1) correspond to the liquid-phase concentrations of PyB at initial and equilibrium, 
respectively, 𝑉𝑉 is the volume of the solution (L), and 𝑊𝑊 is the mass of adsorbent used (g). Kinetics and 
equilibrium studies were performed at 25, 30, 35, 40, 45 and 50 °C. 

3. RESULTS AND DISCUSSION 

3.1.  Spectroscopic Characterization and Components of Bio-waste adsorbent 
Fig. 2 shows the SEM image of bio-waste adsorbent (1000 X). It is clear that the surface of bio-adsorbent seems 
to be rough and protrusions, which are highly creased, can be seen throughout the micrograph. The adsorbent 
is a heterogeneous material consisting of particles of irregular shapes having considerable layers with pores of 
varying size and provides a fair possibility for the dye to be adsorbed. 
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Fig. 2 SEM Image of Bio-Waste (x1000) 

 
Fourier transform infrared (FT-IR) spectral analysis was carried out to identify the different functional groups 
present in the given samples. The different functional groups which are present in the given samples are OH 
stretching, CH stretching, C=C stretching and C-O stretching. Sawdust is essentially comprised of cellulose as 
well as lignin, and all these constituents represented in table 1 contribute as active sites for the adsorption of 
dye molecules. Fig. 3 displays the FT-IR spectra of bio-waste adsorbent in its natural form. The spectra 
demonstrates a number of peaks depicting that bio-waste adsorbent is composed of various functional groups 
which probably help in binding of  dye molecules. FT-IR spectrum of the given raw bio-waste adsorbent shows 
that the broad and intense peak at 3335cm-1 was attributed to the stretching of O-H group due to inter and 
intramolecular hydrogen bonding of cellulosic compounds such as alcohols or phenols [20]. The peak observed 
at 2923cm-1 was associated with the stretching vibrations of CH bond of methyl, methylene and methoxy groups 
[21]. The peaks at 1641cm−1 and 1734cm−1 indicate the presence of C=C and C=O stretching of functional 
group, respectively. Besides, the peaks appearing at 1150 cm−1 and 1027 cm−1 in the spectrum contribute to C–
O stretching of the phenolic group and a strong C–O bond due to ether group of cellulose, respectively [21]. 
Additionally, bio-waste adsorbent was performed by standard methods used for the determination of moisture 
and percent composition of constituents [22]. The results thus obtained have been recorded in Table 1. 
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Fig. 3 FT-IR spectra of Bio-Waste Adsorbent 

 

Table 1. Component of Bio-Waste Adsorbent 

Sample Cellulose 
(%) Lignin (%) Holocellulose 

(%) 
Hemicellulose 

(%) 

Bio-waste 
adsorbent 

32.23 
(2923 cm-1 

C-H 
stretch) 

38.57 
(1641 cm-1 

C=C 
stretch) 

67.15 37.95 

 
 

3.2. Effect of contact time and initial adsorbate concentration 
In order to determine the optimum PyB concentration and equilibrium time (qe), initial concentrations of dye 
were changed and time ranges were evaluated until no more adsorption occurred. Fig. 4 demonstrates the 
removal of PyB for varied initial concentrations of the adsorbent (bio-waste sorbent) at 25°C and pH 7.0, in 
which q represents the ratio of the adsorbed milligram amount of PyB to the gram amount of adsorbent. With 
the alter in the concentration of PyB from 1.0, 5.0 and 10.0 mg/L, the amount of adsorbed PyB increased from 
0.15 mg (68% removal) to 1.66 mg (91% removal). The percentage of the removal dye did not change 
perceptibly with regard to the initial adsorbate concentration. The equilibrium time for PyB was found to be 28 
min for 1.0 mg/L, 37 min for 5.0 mg/L and 43 min for 10.0 mg/L. It was also found out that the adsorption was 
rapid in the initial stages and gradually decreased with the progress of adsorption.  
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Fig. 4 Removal of Dye for Varied Initial Concentrations 

 

3.3. Adsorption Isotherms 
The adsorption isotherm is important for the explanation of how the adsorbate will interact with the bio-waste 
adsorbent and it gives an idea of the adsorption capacity of the adsorbent. The surface phase may be considered 
as a monolayer or multilayer. For this purpose, Langmuir (Eq.(1)) and Freundlich (Eq. (2)) isotherm equations 
were applied to the experimental data. The data confirm the linear form of Langmuir model given in Fig. 5. 

𝑙𝑙𝑙𝑙𝑙𝑙 𝑞𝑞𝑒𝑒 = 𝑙𝑙𝑙𝑙𝑙𝑙 𝐾𝐾𝑓𝑓 + 1
𝑛𝑛
𝑙𝑙𝑙𝑙𝑙𝑙𝐶𝐶𝑒𝑒     (2) 

𝐶𝐶𝑒𝑒
𝑞𝑞𝑒𝑒

= 𝐶𝐶𝑒𝑒
𝑞𝑞𝑚𝑚

+ 1
𝐾𝐾𝐿𝐿.𝑞𝑞𝑚𝑚

    (3) 
 

where KF and n are Freundlich constants displaying the adsorption capacity and adsorption intensity, 
respectively. Ce is the equilibrium concentration of the dye (mg L−1) and qe  is the amount of dye adsorbed (mg) 
per unit of the adsorbent (g). In the case of PyB adsorption onto the bio-sorbent fibers, obtained for n (0.002) 
and Kf(0.112). qm(3.85), the maximum adsorption capacity(mg g−1), and KL(0.139), the equilibrium constant (L 
g−1), are the Langmuir constants related to monolayer coverage and the energy of adsorption, respectively. 
Moreover, the correlation coefficient of R2≈ 0.994 obtained using the Langmuir isotherm, which is much higher 
than that of Freundlich isotherm (R2= 0.956) exhibits the adsorption of PyB onto the bentonite particles 
perfectly. The Freundlich and Langmuir constants were summarized in Table 2. 
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Fig. 5. Linear Graph of Langmuir Isotherm 

 
 
 
Table 2. Experimental Results of Adsorption Isotherms  

 

3.4. Adsorption Kinetics 
Several kinetic models are presented to define the characteristic of the adsorbent, to examine the controlling 
mechanism of the adsorption process and to test the experimental data. In the present study, the adsorption data 
were examined by using two kinetic models as the pseudo-first-order and pseudo-second-order kinetic models. 
The pseudo-first-order model was presented by Lagergren [23]. The Lagergren’s first-order reaction model is 
expressed in Eq. 4 as follows:  

log(qe − qt) = log qe −
k1

2.303
t    (4) 

and the second order kinetic model (Eq. 5) [24] can be represented as follows: 
t
qt

= 1
k2qe2

+ t
qe

      (5) 
where k2 is the equilibrium rate constant of second order adsorption (g mg−1 min−1). The k2 and qe values were 
calculated from the plots of t/q versus t which are presented in table 3. Table 3 described the calculated results 
obtained from the first and second order kinetic models. In addition, the correlation coefficients for the second 
order kinetic were about 0.998. Therefore, the studied adsorption process obeyed the second order kinetic model. 
 
 
Table 3. Experimental Results of Adsorption Kinetics 

 
 
 

R² = 0,994
y = 0,2591x + 1,8575
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4. CONCLUSIONS 
The present study on removal of PyB from aqueous solution using naturally available material Bio-waste 
adsorbent (BWA) from tea stem sawdust was carried out in batch experiment. The operational parameters like 
contact time, initial adsorbate concentration and quantity of adsorbent have a significant effect on the removal 
efficiency. Kinetics data were best modeled by the second order kinetics equation. Equilibrium models like 
Langmuir and Freundlich isotherm models were used for the study and equilibrium data. Characterization and 
cellulosic components of BWA were conducted by using FT-IR spectroscopic analysis methods. 
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Control Algorithms for Bosonic Quantum 
Batteries: Parallel versus Collective Charging 

Sergey Borisenok1,2 

Abstract 
Very recently the great progress has been achieved for a new type of quantum devices: quantum batteries 
(QBs) which are capable to be charged, to store the energy and finally to transfer it to consumption centers 
and other quantum devices. We develop here our theoretical feedback control algorithm for charging 
Bosonic quantum batteries with two different topologies of interaction between the charger and the battery 
set: parallel versus collective transfer of energy. The model of QB is composed by non-mutually interacting 
elements (quantum harmonic oscillators) in a Markovian bath. The charger of such a battery is 
implemented via the field which is pumping the energy into the batteries. We study the control approach in 
the form of Kolesnikov’s target attractor to track (i.e. to drive dynamically) the charging power of the 
batteries. We discuss pros and cons of the control models for different charging schemes; demonstrate their 
efficiency, robustness and stability. The proposed algorithms can be applied to other physical types of 
quantum devices: Dicke QBs and spin QBs. 

Keywords: feedback control, quantum battery, Markovian environment 

1. INTRODUCTION 
Quantum Battery (QB) represented by systems with distinct quantum states must be able to perform its three 
basic tasks [1]:  

•  It can be charged, i.e. it can be transferred from its lower energy state to more energetic states. The 
important fact is that charging / discharging processes are not necessarily unitary, and during this 
process QB may interact with its environment.  

•  It can efficiently store the transferred energy at the upper energy levels.  

•  It can transfer the storage energy to consumption centers.  

The schematic diagram of an open Quantum Battery B interacting with the charger A is represented in Figure 
1. Each of sub-systems, A and B, are coupled individually into an environment. In addition, one can apply an 
external control field to charger A [2].  

There are different types of quantum batteries which could be realized in particular systems: 

• Dickey QB, whereone cavity mode acting as charger is coupled to N qubits, which play the role of 
the battery; 

• Spin QB composed by N qubits, acting as charger, this charger is coupled to another set of N qubits, 
which play the role of the battery; 

• Bosonic harmonic oscillator QB, where the sub-system B is composed by N non-mutually interacting 
elements.  
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Figure 13. Diagram of an open Quantum Battery B interacting with the charger A, following [2]. 

 

Here we discuss the last type of QB: the Bosonic quantum battery with two alternative charging schemes [3], 
see Figure 2. 

 

 
Figure 2.Two basic schemes of the parallel (left) versus collective (right) QB charging, based on [3]. 

 

Our theoretical feedback control algorithm is applied for charging Bosonic quantum batteries with two different 
topologies of interaction between the charger and the battery set: parallel versus collective transfer of energy. 
We use Kolesnikov’s target attractor algorithm to track (i.e. to drive dynamically) the charging power of the 
batteries. 

2. MATHEMATICAL MODEL FOR BOSONIC QUANTUM BATTERY 
The model of QB is composed by non-mutually interacting elements (quantum harmonic oscillators) in a 
Markovian bath. The charger for such a battery is implemented via the field which controls pumping the energy 
into the batteries. 

o Ergotropy and charging power  
The energy storage of QB depends on the time-independent reference Hamiltonian H with the finite Hilbert 
space of the battery system. The useful energy exacted from QB in the state ρ and its energetically lowest 
accessible state σρ is defined via its ergotropy [4]: 

)(Tr)(Tr HHW ρσρ −= .                                                  (1) 

The time derivative of (1) is called the charging power of thebattery: 

.
dt

dWp =                                                                (2) 

56 
 



 
We will use our control algorithm to drive the parameter (2) dynamically, i.e. we will discuss the tracking of 
charging power p as a given target function. 
o Bosonic harmonic oscillator quantum battery 
The system includes the sub-systemA (charger) and the sub-system B (battery) with the corresponding 
Hamiltonians HA and HB and the Hamiltonian H1 for the coupling between A and B [1]:  
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with the corresponding creation-annihilation operators; and u(t) is a time-dependent external control parameter. 
The bosonic harmonic oscillator QB is composed by N non-mutually interacting elements marked with the 
index k.  

Let’s consider a single-qubit based bosonic QB in the form of quantum oscillator with the density operator ρin 
a Markovian bath. Such a system is described with the Lindblad-type operator equation [5]: 
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with the terms based on the creation-annihilation operators: 
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The Lindblad operator in (5) has a form: 

( )( ) ( )++++++ −−⋅+−−+⋅= bbbbbbtnbbbbbbtnL ρρργρρργρ 2)(21)(][ˆ  .        (7) 
The positive parameter γ plays here a role of coupling constant between the qubit and the environment. The 
external fields u(t) and n(t) are our control parameters. 
o Reduced system of differential equations  
The quantum model (5)-(7) can be re-written in the form of the dynamical system with real ordinary differential 
equations[6]: 
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expressed via the ‘quasi-classical’ variables: 

.)ˆ()(;)ˆ()(;)()( 0 ρρρ PTrtPQTrtQHTrtE ===                                   (9) 
The ergotropy (1) of the system (8) is defined as:  

0)()( EtEtW −= ,                                                        (10) 
where E0 stands for the lowest accessible passive battery state. 
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3. CONTROL OVER THE CHARGING POWER 
To perform control over the charging power we use here Kolesnikov’s Target Attractor (TA) feedback approach 
based on the creation in the driven dynamical system a target attractor locking the trajectories in its 
neighborhood [7]. 

o Kolesnikov’s target attractor feedback 
For the purpose of tracking the charging power (2) we define the goal function: 

)()()( * tptptG −= ,                                                          (11) 
with the arbitrary differentiable target function )(* tp . To form the Kolesnikov’s attractor, we demand the 
exponentially fast convergence towards the tracking goal: 
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−= ,                                                            (12) 

with a positive time constant T1. Particularly, for the model (8), we define the TA control equations as the 
following set: 
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Here T2 is also a positive constant. The system (13) has the solutions: 
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The substitution of (14) into the system (8) restores the form of both control fields for a single battery element: 
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By Eqs (14) we can study the achievability of the control goal. 

o Achievability of the control goal as t >> T1, T2: parallel vs collective charging 

Let’s check the achievability of the control goal at the limit: t >> T1, T2. 
For the parallel scheme (see Fig.2, left) we can define different target P* for each k-th battery element: 
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In this case we can re-write the control fields (14) as: 

.)0(1
2

)(
2

1)()(

;)1(1)0()(

0

2
2

2
0

2
0*

2
00

*

2
02

0

τ
γ
ω

γ
ω

τ
τ

γωω
τ

γ
ωω

γτ

γ

deQ
d

dpptn

eQtu

t

kk

t
kk

∫
















+−⋅+=

−⋅







−⋅=

−

−

            

(16) 

58 
 



 
For the collective scheme (see Fig.2, right) the charger A must drive each battery for the same target state: 

kPPk ∀→ ,* . By that the dynamical parameter Qk can be evaluated as: 
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By (8) that implies for the control field uk: 
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In the case if we demand for the target P*: 
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andthe pair of control fields (14) becomes: 
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Now we can compare the shapes of the control fields (14) for the parallel and collective approaches. For the 
parallel case (16) the control fields uk are closed to 0 for each k-th battery: 0≅ku , while the control fields nk 
are more complex for the practical computations. For the collective case of charging (20) the fields uk tend to 
0 asymptotically: t

kk eQu γω −⋅−≅ )0(2
0 , while nk are more simple for the numerical computations. 

4. CONCLUSIONS 
The algorithm of the control over the charging power proposed here has the following basic characteristics. 
This algorithm is universal and does not depend on the initial conditions of the dynamical variables. It is robust 
and stable under the perturbation of the initial conditions and a relatively small external noise.  

The proposed algorithm can be extended for different physical realizations of quantum batteries: Dicke QB, 
spin QB; and for all working stages of the QB (charging, long time storage and the energy transfer to a 
consumption center or engine) and it can be easily extended for a multi-qubit model. From the point of practical 
computation of the coherent and non-coherent fields u and n the control algorithm for Bosonic quantum 
batteries demonstrates different features for two alternative schemes of charging: 

• For the parallel scheme of charging the control signal u (interaction between the battery and the 
charger) tends to 0 as the time is increasing. From another hand the control signal n (interaction with 
the Markovian environment) is more complex for computation. 

• For the collective scheme of charging the control signal u (interaction between the battery and the 
charger) tends exponentially to 0 as the time is increasing. In the same time the control signal n 
(interaction with the Markovian environment) becomes simpler for the numerical computation. 
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Non-classical Algorithm to Control 
Epileptiform Regime in the Small Population 

of Hodgkin-Huxley Neurons 
Sergey Borisenok1,2 

Abstract 
The model for controlling epilepsy discussed here is based on the seizures suppression experimental 
methods via the electrical stimulation of brain. It has a potential of “fine tuning” according to the epileptic 
pathology specifics of patients. We consider here a simplified case of an artificial neural network (ANN) 
with the Hodgkin-Huxley elements providing the necessary variety of dynamical regimes: individual neuron 
spikes and bursts which could cause the hyper-synchronized behavior of epileptiform type in the whole 
network. We perform a fine control of the ANN dynamics with control elements which play two roles: they 
detect the coming seize and send a feedback signal to other neurons to suppress the epileptiform dynamics. 
To increase the quality and efficiency of the control we study non-classical (based on the quantum 
paradigm) algorithm. Recently we demonstrated the ability of a pair of Hodgkin-Huxley neurons to emulate 
some quantum classification and searching algorithms in a relatively profitable way. Here we develop our 
approach to detect and suppress epileptiform dynamics in the small ANN. We study the efficiency and 
robustness of our proposed algorithm and discuss its pros and cons to compare with our recent classical 
algorithm-based model of the epileptiform suppression. 

Keywords: feedback control, Hodgkin-Huxley neuron, epileptiform dynamics 

1. INTRODUCTION 
Epilepsy is a neurological disorder characterized by recurrent seizures. According to some estimations the 
disease affects approximately 1-2% of the world’s population. In approximately 40% of epilepsy patients 
medicament treatment does not suppress seizures. This kind of epilepsy rapidly worsens, and this is a surgical 
indication. Surgery in this case includes epileptogenic zone destruction [1]. However, this method is applicable 
not for all patients, and also in approximately 30% of cases does not give satisfactory result. This fact makes a 
challenge for the fundamental study of the epileptic dynamics and stimulates scientific interest towards the 
alternative methods for suppressing human brain epileptic activity.  

One of such seizures suppression methods is the electrical stimulation of brain [2]. It has a potential of “fine 
tuning” according to the epileptic pathology specifics of patients. However, for so important subject presently 
there are no good theories and models, which could provide a strong theoretical basis for the development of 
experimental methods of epileptology. 

The model for controlling epilepsy discussed here is based on the seizures suppression experimental methods 
via the electrical stimulation of brain. It has a potential of “fine tuning” according to the epileptic pathology 
specifics of patients. We consider here a simplified case of an artificial neural network (ANN) with the 
Hodgkin-Huxley elements providing the necessary variety of dynamical regimes: individual neuron spikes and 
bursts which could cause the hyper-synchronized behavior of epileptiform type in the whole network. We 
perform a fine control of the ANN dynamics with a pair of elements which play two roles: they detect the 
coming seize and send a feedback signal to other neurons to suppress the epileptiform dynamics. To increase 
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the quality and efficiency of the control we study non-classical (based on the quantum paradigm) algorithm. 
Recently we demonstrated the ability of a single Hodgkin-Huxley neuron to emulate some quantum 
classification and searching algorithms in a relatively profitable way. Here we develop our approach to detect 
and suppress epileptiform dynamics in the small ANN. The feedback loop to other neurons could be based on 
optimal / suboptimal gradient approaches or on an artificial attractor forming in the dynamical system. We 
study the efficiency and robustness of our proposed algorithm and discuss its pros and cons to compare with 
our recent classical algorithm-based model of the epileptiform suppression. 

2. THE DEUTSCH –JOSZA QUANTUM ALGORITHM 
To give an example of a quantum algorithm, let’s choose the simple searching problem. Suppose that we get a 
function f mapping {0,1}n into {0,1}. The constrain on the function gives us only two options:  

1. The function f is a constant:  f(x) = 0 for all x from {0,1}n or  f(x) = 1 for all x from {0,1}n; 

2. The function f is balanced: the number of outputs ‘0’ for the mapping is equal to the number of 
outputs ‘1’.  

We must check if the given function f is a constant. To do it for the classical approach we need 2n–1 – 1 
evaluations. Quantum algorithms, from another hand, can perform it much faster.  

The basic solution to this searching problem has been proposed by Deutsch in 1985 and generalized in 1992 in 
the form of the Deutsch – Jozsa algorithm for an arbitrary positive integer n [3].The circuit for the Deutsch – 
Jozsa algorithm is given in Fig.1. It contains three single-qubit Hadamard gates, one two-qubit gate for the 
function f and one measurement operation. The symbol ⊕ stands here for the addition mod 2. 

 

 
Figure 1. The quantum circuit for the Deutsch – Jozsa algorithm; based on [4].  

For simplicity we will focus here on the case n = 1. Then the result of the measurement is equal to:  

[ ]1))1(1(0))1(1(
2
1output )1()0()1()0( ffff ⊕⊕ −−+−+=  .                    (1) 

Eq.(1) solves the problem of searching. Indeed, if 0)1()0( =⊕ ff , then the output is 0 , and the function f 

is constant. If 1)1()0( =⊕ ff , then the output is 1 , and the function f is balanced. Due to the so-called 

quantum phasekick-backeffect in the algorithm we need only a single measurement to distinguish between 
those two cases.  

The same is valid for the case of n bits. If all n measurement results are 0 , we conclude that the function was 

constant. Otherwise, if at least one of the measurement outcomes is 1 , we conclude that the function was 

balanced. 
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3. QUASI-QUANTUM ALGORITHM WITH THE HODGKIN – HUXLEY NEURONS  
The quasi-quantum algorithm of the Deutsch type has been developed with the classical ANN realizations for 
the Hodgkin−Huxley [5] and FitzHugh – Nagumo [6] mathematical neurons. Here we reproduce briefly the 
scheme presented in [5]. 

o Differential system for Hodgkin − Huxley Neuron 
The mathematical description of Hodgkin-Huxley (HH) neuron has been proposed by Alan Lloyd Hodgkin and 
Andrew Huxley in 1952 as a phenomenological model based on the experiments when the giant axon of the 
squid has been stimulated by the electrical current [7]. The HH differential model has the set of four dynamical 
variables: the output membrane action potential v(t) and three ion channels variables m(t), n(t), h(t) related to 
the probabilities for the membrane gates to be open or closed: 
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The membrane variables m, n, h depend on the action potential v via the non-linear functions: 
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The net external current I(t) stimulating the axon is a control parameter in the HH model (2). The set of constants 
includes the potentials ENa (equilibrium potential at which the net flow of Na ions is zero), EK (equilibrium 
potential at which the net flow of K ions is zero), ECl (equilibrium potential at which leakage is zero) in mV, 
the membrane capacitance CM and the conductivities gNa (sodium channel conductivity), gK (potassium channel 
conductivity), gCl (leakage channel conductivity) in mS/cm2: 
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The important property of the dynamical system (2) is the variety of regimes: it can demonstrate resting (the 
neuron does not show a sufficient activity), spiking (the neuron produces a single spike), bursting (the neuron 
generates series of spikes).  

A particular dynamical regime depends on the input current I. For instance, if the current is below a threshold 
level, the HH neuron stays in resting; if we overcome the threshold level, it generates a spike.   

o Chain model for the Hodgkin − Huxley Neurons 
If we combine few HH neurons in a linear chain, the output action potential of the previous cell defines the 
input of the following one. We use here our gain model for the transfer of the output signal from k-
thneuronviaitssynapsetowardsthedendrite/soma input of the l-th neuron [8]:  
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with the phenomenological gain constant α. Here vrest is the reference rest potential in the HH neuron.  
We use a simple linear chain of two HH neurons. The first cell plays a role of the computational element, while 
the second one works as a measuring element. For that we define the threshold (tr) level: 

)( resttrtr vvI −⋅= α  .                                                      (6) 
Now the output of the first neuron stimulates the particular regime of the second measuring element. If the first 
HH neuron produces the acting potential below the threshold level vtr, the second neuron does not spike. If the 
output action potential of the first neuron v achieves the threshold level, the second one produces a single spike. 

o Deutsch – Jozsa algorithm emulated by Hodgkin − Huxley Neurons 

To emulate the Deutsch algorithm, let’s define the ‘pure quantum states’ for the HH neuron: the resting 0  and 

the single spiking 1 :  
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which correspond to the action potentials: 
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To unify both cases, let’s define the goal potential via the CNOT logical operator over the function f:  

α
tr

rest* )}1(),0({CNOT Iffvv ⋅+=  .                                        (9) 

The symbol * stands here for the potential v (the out put of the first neuron) which should be the goal of our 
control signal I in (2). 
Our network emulating the quantum algorithms consists of two sequent HH neurons (see Fig.2). The first 
neuron contains the information about the function f; and it is driven by a control algorithm (5) towards the 
goal action potential (9). The resulting potential of the first neuron with the dendrite / soma model enters the 
second cell, which plays a role of the measuring element. 
 

 
Figure 2. The pair of Hodgkin−Huxley neurons emulating the Deutsch – Jozsa algorithm. 
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Now suppose that we are able to drive the first neuron towards the goal potential (9). Then it will stimulate the 
second measuring element with two different options: the second neuron will stay in rest or will generate a 
single spike. Based on that we can conclude if the function f is constant or not: 

balanced.isand,then),1()0(If

constant.isand,then),1()0(If

1
tr

rest*

0rest*

fvIvvff

fvvvff

=+=≠

===

α

                     (10) 

By (10) we reproduce the complete HH analog of the Deutsch algorithm. 
Finally we need to provide the necessary output (9) of the first neuron. To do it we follow Kolesnikov’s 
approach [9]. We define the target function: 

.)()()( * tvtvt −=ψ                                                             (11) 
Minimazing the magnitude of (11) we drive our system towards the target potential (9) with the control 
equation: 

.)()( t
dt

tdT ψψ
−=                                                             (12) 

The positive constant T stands for the typical time scale of the target attractor achivement.  
Eq.(12) provides the exponentially convergent dynamics of the trajectories to the neighborhood of the target 
attractor (11) in the phase space. 
The control signal I entering the first HH neuron is restored from the substitution of (11)-(12) into the first 
equation of the system (2). It becomes: 

( ) .)()()(1 43
*

*
TA ClClKKNaNaM EvgEvngEvhmgvv

Tdt
dvCI −⋅+−⋅+−⋅+



 −−⋅=

    
(13) 

The achievability of the goal for an arbitrary stabilization / tracking via target attractor feedback has been 
discissed in [10].  

4. QUASI-QUANTUM ALGORITHM FOR DETECTING EPILEPTIFORM DYNAMICS 
The classical  paradigm-based computation algorithm for the detection and suppression of the epileptiform 
dynamics in the small Hodgkin-Huxley ANN has been proposed in [8]. Its principle scheme is plotted on Figure 
3. 

 

 
Figure 3. The classical computation algorithm scheme for the detection and suppression of the 

epileptiform dynamics [8]. 
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We present on Fig.3 the simplified case of two HH neurons 1 and 2 which could form an epileptiform regime. 
Their action potentials v1 and v2 generate the currents I13 and I23 entering the control element 3. The element 3 
with its inner control algorithm shown as Icontrol detects if there is a hyper-synchronization of the neurons 1 and 
2 (for the detail of detecting see [8]), and in the case of the observation of a seize-type behavior it uses the 
negative feedback loop with the current I32 driving the neuron 2 out of the hyper-synchronization with the 
element 1. Out of the ictal phase the negative feeedback loop is not active.  

The classical computation algorithm proposed in [8] works well for the negative feedback suppression, but its 
detection phase is more sophysticated numerically. For that reason we propose here the faster way of the 
epileptiform dynamics detection based on the quantum algorithm of the Deutch type.  

We need a rapid evaluation of the function f based on the inputs entering the control elements from some other 
neurons of the ANN. For the emulation of quantum computational process we use a pair of HH neurons in the 
place of the single element 3 in Fig. 3. The negative feedback loop will work in the same manner as in [8], 
originated in the second neuron of the control pair.  

o Spiking function and the definition of the function f 
Let’s define the spiking function for the n-th neuron in based on its action potential vn as: 


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n                                                             (14) 

By (14) we define the function f in the form: 

,}1,0{RND)1(1
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
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

 ∏
−+= n

nS

f                                             (15) 

where RND{0,1} stands for the ‘0’or‘1’ binary random number generator. 

Now let’s chose the action potentials of some n neurons to form the function f. In (15) the product of spiking 
functions 1=∏

n
nS  only if there is an epileptiform hyper-synchronization. Indeed, for the epileptiform regime 

f = 0 always; i.e. the function is constant. For the normal regime f = RND{0,1}, and we get the outputs f = 0 
and f = 1 in the equal number of cases, i.e. the function is balanced.  

Correspondingly, the inhibitor control pair of HH neurons performs the Deutch – Josza algorithm for the 
function f and uses the negative feedback loop to suppress the epileptiform behavior if and only if the quasi-
quantum algorithm classifies the function as a constant one. 

o Finalization of the algorithm 
Now we are ready to formulate the final form of our novel algorithm for the detection and suppression of the 
epileptiform behavior in the small population of HH neurons. Its basic phases are: 

1. Forming the function f over the action potentials for an arbitrary numbers of n neurons in the 
population by (15).  

2. Making the Deutch-type measurement of the function f with the pair of control neurons.  

3. If the function f is balanced, there is a normal regime in the population dynamics. If the function f is 
constant, there is a epileptiform regime in the small ANN.  

4. If the epileptiform regime is detected, triggering the feedback suppressing control signal from the 
inhibitor control HH pair to the neurons of the population.  

We also should emphasize that the proposed algorithm does not demand complex numerical computations. 
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5. CONCLUSIONS 
The pair of Hodgkin − Huxley neurons represented as two coupled 4d dynamical systems is capable to imitate 
the effects similar to the Deutch – Josza quantum algorithm. Such a pair of HH elements can be used to detect 
the ictal phase of the epileptiform regime in the small population of other HH neurons. 

The quantum paradigm-based algorithm of the detection works more efficient to compare with the classical 
detection algorithm proposed in [8]. In the same time it possesses all basic positive features of the classical 
approach: its robustness and the flexibility for the adaptation to different types of mathematical neurons (the 
FitzHugh – Nagumo elements and others) and for the variable topology of ANNs.  

The emulation of quantum paradigm-based algorithms in the ANNs modeling the epileptiform behavior 
discover new opportunities for the developing in-silico mathematical modeling of the biological processes, and 
creation of a principle new type of intelligent expert systems.  
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Simulation of Streamflow Using SWAT Model 
Erkan Karakoyun1, Nihat Kaya2 

Abstract 

In parallel with the development of computer technology and developments in geographical 
information systems, watershed modeling studies are also developing day by day. These models are 
used effectively in many studies such as water quality studies, sediment, flow estimation, the effects of 
climate and land-use changes. The main objective of this study is to determine the hydrological 
properties of the Murat-1 and Murat-2 watershed which is the subbasin of the Euphrates-Tigris 
watershed in Turkey and predicted the streamflow of those. The Soil and Water Assessment Tool 
(SWAT, version 2012) integrated with ArcGIS, version 10.7 were used for this purpose. The model was 
calibrated and validated using the data obtained from the monitoring station between the years 2005 
to 2013 by using SWAT-CUP (version 2009) software program. The calibration and validation 
procedures were analyzed for the monthly periods using Sequential Uncertainty Fitting 2 (SUFI-2). 
Results show that the model has successfully simulated and predicted the streamflow over the 
watershed. Performance evaluation criteria such as Nash-Sutcliffe Efficiency (NSE) and coefficient of 
determination (R2) were 0.73 for both during the calibration period (2006-2010) and 0.59, 0.63 
respectively for the validation period (2011-2013). From these results, its seen that simulated values 
are at quite acceptable ranges and the SWAT model is a suitable tool for the studied watershed. It can 
be also useful for the non-monitoring region by simulating the flow. 

Keywords: SWAT, Streamflow, ArcGIS 

1. INTRODUCTION 
Water has always been of great importance throughout civilizations. Reasons such as the increasing world 
population, global warming and climate changes threaten the future of water. For this reason, every study on water 
resources is meaningful. Watershed management, water quality studies, sediment and flow estimation, effects of 
climate and soil use changes are among these studies. These models should be calibrated with measurements taken 
from the field in order to be able to simulate flow, sediment and water quality accurately and reliably [1]. 

Flow estimation is one of the most important factors in watershed modeling studies. With an accurate flow 
estimation, many factors such as the flood protection plans, the assessment of environmental impacts, and the 
determination of agricultural policies in the basin are evaluated. In our country, the State Hydraulic Works (DSI) 
carries out the flow measurement with the flow observation stations it has built on the rivers. However, it is difficult 
to take accurate measurements due to the climatic conditions of the region, technician error or station failure. For 
these reasons, it may be necessary to develop a model for the basin. 
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With the help of developing computer technology and GIS, basin modeling studies have been more popular. There 
are many programs used within the scope of these studies such as Soil and Water Assessment Tool which is phsically 
based program. The SWAT (Soil and Water Assessment Tool) model is a widely used physical model developed 
by USDA-ARS (Agricultural Research Services of United States Department of Agriculture) [2]. The SWAT 
program is a hydrology and water quality model that efficiently reveals the effects of water, sediment and pollutant 
sources in watershed management. SWAT is a physically based model and it is a very comprehensive model because 
it requires a lot of input parameters to run the model. Since so many and different parameters to be entered into the 
model are obtained, it allows a preliminary interpretation of the basin properties even without simulation. The 
SWAT program also requires specific information such as climate data, soil types and land use. In this way, it allows 
modeling in places where there is no observation [3].  

In this study, Murat-1 and Murat-2 basins, which are sub-basins of the Firat-Dicle basin, were modeled using the 
SWAT model and flow estimation was made. Calibration and validation process was carried out with the help of 
the SWAT-CUP program with the flow data obtained from a flow monitoring station located on the basin. The 
results obtained were evaluated with the help of performance evaluation criteria and the effectiveness of the model 
on the basin was determined. 

The SWAT program needs a GIS-based program to be able to perform the analysis. In this study, ArcGIS 10.7 
program and ArcSWAT program integrated into this software were used. 

2. MATERIALS and METHODS 

2.1. Study Area 

Murat-1 and Murat-2 basins are located in the north of the Euphrates-Tigris basin. The Murat river, which feeds the 
Euphrates Tigris basin, passes over the basin. Rises from the foothill of Agri Mountain then joins with the Karasu 
river. The location of the basin is shown in Figure 1. The minimum elevation in the basin is 871 m, the maximum 
elevation is 4033 m, and the average elevation is 2451 m. The basin generally receives heavy snowfall in the winter 
months and a significant part of the water potential is formed by snowmelt. 

 

 

Figure 1. Location of Study Area 
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2.2. Methods 

SWAT (Soil and Water Assesment Tool) is physically based model and widely used to developed model in 
collaboration with USDA-ARS and Texas A&M University. The model is used in surface water and groundwater 
modeling, water budget and water quality modelling, calculating the potential impacts of climate change, and 
assessing land use and best management practices. While establishing the model, characteristic features of the basin 
such as meteorology, topography, soil structure, vegetation and land use are used as inputs. Drainage areas, as a 
result of combinations of inputs, are divided into hydrological processing units called HRUs according to their 
hydrological characteristics, and for each HRU the processes are calculated. Surface flow, groundwater flow, 
evapotranspiration processes of the system are modeled [2]. 

The SWAT model is based on the water cycle equation on the basis of the hydrological cycle and is expressed as 
shown in Equation 1 below [4].  

𝑆𝑆𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑆𝑆0 +  ∑ (𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠 − 𝐸𝐸𝑎𝑎 − 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑄𝑄𝑔𝑔𝑔𝑔)𝑡𝑡
𝑖𝑖=1           (1) 

In the equation; 

𝑆𝑆𝑆𝑆𝑡𝑡     = Final soil watercontent (mm) 

𝑆𝑆𝑆𝑆0     = initial soil water content on day i (mm) 

  t         = time (gun) 

𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑    = amount of rainfall on day i (mm) 

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠     =  amount of surface runoff on day i (mm) 

𝐸𝐸𝑎𝑎        = amount of actual total evaporation on day i (mm) 

𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠   = amount of water entering the vadose zone from the soil profile on day i (mm) 

𝑄𝑄𝑔𝑔𝑔𝑔     = amount of ground water flow on day i (mm) 

Model structure is created with DEM, land use map and soil characteristics/soil type maps together with climate 
data. The necessary data for the model and the places to be obtained are given in Table 1. Then the hydrological 
response units (HRU) are determined. Different water uses, if any, in the basin are introduced to the model. After 
the model structure is completed, it is run and the outputs are obtained. Figure 2 shows the above-mentioned layers 
of the SWAT model during the establishment phase. 

 

 

Figure 2. The layers of SWAT model [5] 
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Table 1. Input Data and Source of Model 

Data Source 
Digital Elevation Model (DEM) USGS 

Land Use  CORINE  
Soil Properties FAO 

Streamflow observation General Directorate of State Water Works 
 

After running the model, it needs to be calibrated. After the calibration process, the performance of the results 
obtained should be evaluated. The performance evaluation criteria used in the model calibration process are: 
coefficient of determination (R2), Nash-Sutcliffe coefficient of efficiency (NSE), Root Mean Squared Error 
(RMSE), Mean Absolute Error (MAE), and Percent Bias (PBIAS). The values of performance measures that can be 
used to evaluate the success of the models are shown in Table 2. 

 

Table 2. Performance Limits [6] 

Performans Sinirlari NSE PBIAS 
Very Good 0.75<NSE≤1 PBIAS<±10 

Good 0.65<NSE≤0.75 ±10<PBIAS<±15 
Satisfactory 0.50<NSE≤0.65 ±15<PBIAS<±25 

Unsatisfactory NSE≤0.50 PBIAS>±25 
 

If NSE is negative values this means the predictions are poor and if it is close to 1 means the models are satisfactory. 
The values of NSE is between -∞ and 1. NSE is calculated from the Equation 2. 

𝑁𝑁𝑁𝑁𝑁𝑁 = 1 − � ∑ �𝑄𝑄𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜−𝑄𝑄𝑖𝑖

𝑠𝑠𝑠𝑠𝑠𝑠�
2𝑛𝑛

𝑖𝑖=1

∑ �𝑄𝑄𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜−𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑜𝑜𝑜𝑜𝑜𝑜 �
2𝑛𝑛

𝑖𝑖=1
�                                                                   (2) 

where 𝑄𝑄𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜 and 𝑄𝑄𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 observed and similated streamflow at time i, 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑜𝑜𝑜𝑜𝑜𝑜  , average observed streamflow. 

The accuracy of the results obtained with the simulation is made by comparing the measurement results obtained 
from the studied basin. Calibration can be defined as matching the measurement data with the model output data by 
changing the hydrological model coefficients [3]. The SWAT-CUP (Calibration and uncertainty program) was 
developed by the Swiss Federal Institute to analyze the calibration, validation and uncertainty results of the SWAT 
hydrological model. There are 5 algorithms in the program; Sequential Uncertainty Fit Version (SUFI-2), Particle 
Swarm Optimization (PSO), Generalized Probability Uncertainty Estimation (GLUE), Parameter Solution 
Algorithm (ParaSol) and Markov Chain Monte Carlo Algorithm (MCMC). 

The SUFI-2 algoririthm is used in this study. This method is based on sensitivity analysis, which determines which 
parameter has the greatest effect on the simulation values of a change caused by the observation values. With 
sensitivity analysis, the most effective parameters required in the calibration and verification process are reached 
[7]. SUFI-2 follows an iterative procedure where parameters are set using the new range suggested by the program. 
This process is continued until the desired accuracy values are reached [8-10].
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3.RESULTS and DISCUSSION 

3.1. Sensitivity analysis 
Climate data, DEM, soil properties, land use required for the SWAT model to work. ArcGIS 10.7 program is used 
to process these data. And the raster maps for required data imported into ArcSWAT 2012 interface. After all data 
converted the suitable format the model run and simulated for 9 years from 2005 to 2013. One year warm-up period 
is determined from 2005-2006. SWAT-CUP software program with SUFI-2 algorithm is used to determine sensitive 
parameters. From the programs output, 13 most sensitive model parameters are selected to streamflow simulation 
of Murat-1 and Murat-2 watershed among 25 input parameters. The most sensitive parameters are used from the 
years 2006 to 2011 and shown in Figure 3. 

Figure 3. Most sensitive parameter for streamflow simulation 

Rank Parameter Name t-stat P-Value 

1 R_CN2.mgt 21.451 0.000000 

2 V_RCHRG_DP.gw 4.940 0.000001 

3 V_ESCO.hru 4.219 0.000029 

4 V_GW_DELAY.gw 2.564 0.010643 

5 V_SLSOIL.hru 2.284 0.022759 

6 R_SOL_AWC.sol 2.033 0.042517 

7 V_ALPHA_BF.gw 1.972 0.049176 

8 V_SURLAG.bsn 1.649 0.099606 

9 V_CH_K2.rte 1.642 0.101072 

10 R_SOL_BD.sol 1.638 0.101944 

11 V_GW_REWAP.gw 1.396 0.163140 

12 R_HRU_SLP.hru 1.393 0.164255 

13 R_GWQMN.gw 1.355 0.175891 

 

3.2. Model Calibration 
After selected the most sensitive parameters for streamflow on the watershed, the model needs to be calibrated with 
selected most sensitive parameters. The model calibrated the monthly time period between the years 2006 to 2011 
with SWAT-CUP program. After the calibration, the streamflow estimation for monthly time series is obtained and 
shown in Figure 4. The model run for 500 simulation and 3 iteration. The NSE value is found 0.73, R2 is 0.73and  
PBIAS values is -3.1. These results have shown that the streamflow estimation results indicate a good performance 
within the performance criteria [6]. Scatter plot of monthly observed streamflow versus simulated streamflow also 
shown in Figure 5. 
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Figure 4. Observed vs Simulated Streamflow 

 
Figure 5. Scatter plot of monthly observed vs simulated streamflow for calibration period 

3.3. Model Validation 
The model is validated with the same parameters used in the calibration. 3 years validation period used from 2011 
to 2013. The validation results of monthly streamflow shown satisfactory values with 0.59 NSE, 0.63 R2 and -16.8 
PBIAS. The hydrograph of observed vs simulated flow with the 95PPU shown in Figure 6. and also scatter plot of 
observed vs simulated flow shown in Figure 7. 
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Figure 6. Observed vs Simulated Streamflow 

 

 

Figure 7. Figure 5. Scatter plot of monthly observed vs simulated streamflow for validation period 

 

4. CONCLUSION 
In this study, Murat-1 basin located on the Euphrates-Tigris basin was modeled with the SWAT model created by 
using the obtained DEM, land use, soil type and meteorological data. Flow estimates were made using monthly time 
series. After the model was created, sensitive parameters were determined with the SWAT CUP program and 
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calibration and validation were performed with these parameters. 0.73 NSE value and 0.73 R2 value was found 
during the calibration period which is good representation for the performance criteria. 0.59 NSE value and 0.64 R2 

value was found for the validation period which is produce satisfactory results. Based on all these results, SWAT 
model should be used to simulate monthly streamflow at the Murat 1 and Murat-2 watershed. 
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Determination of Watershed Features Using 
Geographic Information System (GIS) 

Erkan Karakoyun1, Nihat Kaya2 

Abstract 

A water basin covers the entire area giving water to the river between the source of the river and where 
it ends. In simple terms, it's the area that carries the water from higher altitude to lower altitude. 
Factors affecting the basin, such as topography, basin size, land use, and soil type affect the process of 
water from upstream to downstream. For this reason, it is important to know the properties of a basin 
for hydrological analysis. In this study, the boundaries of the Murat-1 watershed which is the subbasin 
of the Euphrates-Tigris basin were determined using Geographic Information System (GIS) and some 
hydrological features of the basin (flow direction, accumulated flow network, drainage boundaries, 
slope map, aspect map) is aimed to determine. Firstly, in the study, a digital elevation map (DEM) was 
obtained from Shuttle Radar Topography Mission (SRTM) satellite offered by USGS. The data obtained 
from USGS were merged using the ArcGIS 10.7 program and then the physical properties of the 
watershed were determined. As a result, GIS software, which gives faster and less costly results 
compared to traditional methods, has been accepted as a very effective tool in determining basin 
characteristics and boundaries.  

Keywords: ArcGIS, CBS, Watershed 

1. INTRODUCTION 

Water is the most important element for the continuation of life and the sustainability of the ecological balance. 
Nowadays, the increase in water pollution, decrease in the amount of usable water and natural disasters caused by 
water threaten the future of water. Because of this, water resources management is one of the problems that need to 
be solved. This has led to the conclusion that water should be used sparingly and that we should know the movements 
of water in nature [1]. For this reason, all necessary data collection, processing and analysis must be carried out 
reliably and quickly in order to protect water resources, which is one of the main objectives of integrated watershed 
management [2]. There are some basic components that become prominent for the basin characteristics. These are: 
basin area, slope, minimum, maximum and average elevation of basin, basin aspect etc. By revealing the 
characteristics of the basin, all definitions of the area can be made and these features can be used effectively in 
planning studies [3]. The process of determining the boundaries of the basin and sub-basin with classical methods 
is done manually from printed or digital contour maps that express the surface shapes of the land. However, these 
classical approaches require a very long process and cost. Especially when the size of the working area is large, the 
operation process becomes even more difficult [4].  
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With the developments in Geographic Information Systems (GIS) in recent years, getting spatial data analysis 
become easier. In this context, digital elevation model (DEM) is created from various remote sensing data, and river 
drainage network and basin and sub-basin boundaries can be automatically extracted from DEM with various spatial 
analyzes in GIS environment, quickly, economically and with high accuracy [4,5].  

In this study, the basin characteristics of the Murat-1 basin area, which was chosen as the study area, were 
determined with the help of GIS technologies and the effective role of this technology in hydrology studies was 
tried to be revealed.  

2. MATERIAL and METHOD 

2.1. Study Area 

Murat River, the most important branch of the Euphrates, rises from the foothills of Agri Mountain and joins with 
the Karasu River, which comes from the North, after flowing for about 500 km towards the southwest. In the region 
where the continental climate is effective, winters are wet and cold, summers are warm and dry. In the region where 
the most precipitation falls in the spring, the amount of precipitation falls below 20 mm between June and October.  

The Euphrates Tigris basin is the basin with the largest area in our country, Turkey. Thirty percent of the annual 
flow in our country flows from this basin. The important hydroelectric power plants of our country are located in 
this basin. The Murat-1 basin is located in the upper Euphrates basin and was selected for this study. The location 
of the Murat-1 basin was shown in the Figure-1.  

 

Figure 1. Study Area, Murat-1 basin 

2.2. Method 

Within the scope of determining the basin characteristics and boundaries, first of all, it is necessary to obtain a digital 
elevation map of the study area. In this context, 30m x 30m resolution data obtained from the Shuttle Radar 
Topography Mission (SRTM) satellite, whose DEM data are provided by the USGS, has been downloaded. When 
the downloaded data has more than one layer, tessellation, which is the process of merging according to the common 
areas of the satellite images, should be done to create a continuous data. This process is done with the help of the 
ArcGIS program. After mosaic, the DEM data is corrected. The accuracy of the DEM data is very important, because 
this step and the next steps are performed using DEM data. In Figure 2, mosaiced DEM data and Murat 1 basin 
boundaries are seen 
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Figure 2. Mosaiced DEM and Watershed Border of Murat-1 basin 

After the DEM data is transferred to the ArcGIS program, the first thing to do is to remove the errors found in the 
DEM. When a cell is surrounded by cells with a higher elevation, the water will flow towards the area where is the 
lower elevation and therefore no surface flow will occur. To eliminate this error, the spaces will be filled and the 
height values will be rearranged by using the Fill command in the program (Figure 3). 

 

Figure 3. Correction of DEM error [6] 

After the errors in the DEM are eliminated, the flow directions should be determined. Algorithms such as D8, Rho8, 
MFD are available for these operations. The D8 algorithm was used in the determination of the flow directions due 
to its ease of use and speed. D8 is a one-way algorithm that assumes that the flow in any cell is in the direction of 
its neighbor with the highest slope and low elevation [7]. Flow on a surface, always occurs from the highest to the 
lowest elevation. If the flow direction of each cell is known, the total number of cells flowing into any cell can be 
determined (Figure 4). Flow direction is calculated for a given grid system with the Flow Direction command in the 
ArcGIS program. 
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Figure 4. D8 Algorithm [6] 

After determining the flow directions, the Flow Accumulation command determines where the total flow in the cell 
comes from. After this process, the river branches begin to appear. The flow accumulation is illustrated in the Figure 
5 [6].  In Figure 6, calculated flow accumulation for the Murat 1 watershed has shown. 

 

Figure 5. Flow Accumulation 
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Figure 6. Murat-1 Basin Flow Accumultion

79 
 



 

3. RESULTS and DISCUSSION 

After the DEM data is transferred to the ArcGIS program, first of all, the gaps in the grid are filled with the Fill 
command and cut with the clip command and displayed in a way that represents only the work area. The screenshot 
obtained from the program is shown in Figure 7. 

 

Figure 7. Correction of DEM, Murat-1 Basin 

After filling the gaps in each grid, the flow direction is determined by the Flow Direction command. Flow directions 
map of Murat-1 basin obtained from the program and is given in Figure 8. 

 

Figure 8. Flow Direction of Murat-1 Basin 

After the determination of the basin boundaries and the river network, the hillshade map of the region was also 
created and loaded on the DEM map as a basemap. The final map is shown in Figure 9. 
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Figure 9. Murat-1 basin with defined DEM, watershed borders and river network 

After all operations, it is aimed to create a slope and aspect map of the basin. The slope features of the basin are 
important in understanding the morphological features of the basin in the formation of floods and landslides. In 
addition, aspect can be explained as the direction in which the mountains in a region receive the Sun's rays or the 
part of their view towards the Sun. In Figure 10 and Figure 11, the slope and aspect distributions of the Murat-1 
basin are shown respectively. The average slope of the basin is found at 10.6 % and the maximum slope is 70.2 %. 

 

              Figure 10. Slope map of Murat-1 Basin              Figure 11. Aspect map of Murat-1 Basin 

 

4. CONCLUSIONS 

Determination of basin boundaries, features and river drainage networks is a time-consuming and costly process 
with classical methods. These maps, which were obtained from topographic maps in the past, are obtained more 
quickly in the GIS environment with the rapid development of computer technology today. These analyzes, created 
by using the obtained DEM data, give fast and easily accessible results with the help of the programs used. 

In this study, stream drainage networks of Murat-1 sub-basin, which is a part of the Euphrates-Tigris basin, were 
created using DEM data, the boundaries of the basin were determined, and maps such as slope and aspect 
distributions of the basin were created. As a result of the study, it has been shown that GIS programs are an important 
tool that can be used for data processing, determining basin boundaries, creating drainage networks and visualizing 
the physical and morphological features of the basin. 
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Geo-electrical characteristics of the Erecek-
Canakkale region 

Petek Sindirgi1 

Abstract 
Biga Peninsula is one of the tectonically active regions in Northwestern Anatolia which the middle strand 
of the North Anatolian Fault Zone is crossed over by it. This work is aimed to model the subsurface 
geological structures via vertical electrical sounding (VES) and self-potential (SP) datasets collected from 
the relatively less known Southern part of the Biga Peninsula. The vertical electrical sounding (VES) and 
self-potential (SP) datasets collected near the Erecek village of Canakkale city were inverted by the 
Levenberg-Marquardt algorithm. Four profiles were generated covering some VES points to reveal the 
geological model. In addition, resistivity distributions at 10, 100, 200, 500, and 1000 meter depth levels 
were calculated. Thus, the iso-3D resistivity distribution was easily observed. Based on the VES findings, 
three main geological units were defined; two groups of volcanic units and a metamorphic basement. 
Besides, WSW-ENE and NNE-SSW trending two normal faults that have possibly water content were 
observed. One of them was also detected from the self-potential profile data inversion results.  As a result, 
possible main fault locations and tectonic structures that may be associated with groundwater containment 
have been described using the findings of both two geo-electrical methods. 

Keywords:  Canakkale, self-potential, vertical electrical sounding  

1. INTRODUCTION 
Biga Peninsula is a tectonically active region on the Alpine-Himalayan Mountain Belt that corresponds to the 
northward movement of the Arabian plate and the northern part of the southern segment of the NAF zone lies 
on it [1].  The main fault systems of this region can be listed as Balabanli, Kestanbol, Tuzla, Evciler and Edremit 
Faults.  Accordingly (bununla iliskili olarak), this region hosts (is also hosted) also several active geothermal 
areas such as Tuzla, Palamutova, Kestanbol, Kucukcetmi. Many geological and geophysical studies have been 
done to reveal the tectonic complexity of the peninsula[1]-[11]. Most of the previous geophysical investigations 
were seismological studies [12], [13] related with the Northern Anatolian Fault (NAF) kinematics and structural 
observations. The other geophysical methods such as gravity, magnetic and electrical methods were applied in 
the geothermal [14], landslide [15], and archaeological [16] investigations in the region.   

 

Geoelectrical methods supply robust information about layer rock type, thickness, and water content [17], [18]. 
In this study, SP and VES field datasets (Figure 1 and Figure 2) collected from near the Canakkale-Erecek 
village were evaluated by inverse solution techniques. This area represents the transition zone between the 
Beydagi Horst and Tuzla Basin. Geological units of the study area are the Balabanli volcanics, Dededag 
formations, and Karadag metamorphics. The Balabanli volcanics consist of pyroclastic rocks such as 
rhyodacitic ignimbrites and lavas. The Dededag formation contains andesitic and trachyandesitic lavas and 
flow-breccias. The Balabanli volcanics and Dededag formation lie over the metamorphic basement [3], [4], 
[8](Figure 2).  
 
In this study, it is aimed to determine the electrical properties of an area located in northern part of Behram and 
western part of Erecek villages and combine with the possible tectonic features and accordingly possible 
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geothermal potential. For this purpose, the VES and SP data were evaluated to distinguish main subsurface 
lithologies and location of the faults may associated with local groundwater movement. 

2. METHODS AND APPLICATIONS 
VES method employs an artificial source of current which is introduced into the ground through two electrodes. 
The occurred potential difference is measured at other electrodes. Electrical resistivity and depth of the layers 
can be calculated using Ohm Law. Electrical resistivity varies with porosity, pore fluid salinity, and clay 
content. On the other hand, SP method based on the measurement of potential difference between the two points 
on the earth surface without artificial current source. Source parameters of potential anomalies occurred by the 
mineralization, thermoelectric or electrochemical coupling processes could be estimated by SP measurements. 
Both geo-electrical methods are widely used in the determination of the subsurface structures, and faults. 

 

 
Figure 1. Geologic map of study area and surrounding (modified from [3])  

 

 In this study, investigation area is located between 26.3069N-263358N longitude and 39.5234E-39.5796E 
latitude and covers the area between the northern part of Behram and western part of Erecek villages of 
Canakkale city (Figure 1). It is approximately spread over 30 km2 area. The 43 vertical electrical soundings 
(Schlumberger array) and one SP profile data were evaluated by inversion approach. Four resistivity sections 
were generated based on the VES profiles including AA’, BB’, CC’ and DD’. Based on these cross-sections 
and SP profile a geological model was consructed for the area. AA′ and BB′ profiles are aligned in NNW-SSE, 
and CC′ and DD′ profiles are aligned in WSW-ENE direction. A self-potential profile (EE′) data is also aligned 
in WNW-ESE direction (Figure 2).  
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Figure 2. Location of VES points, VES and SP profiles 

 

 

Figure 3. Pseudo and resistivity sections of AA′ profile 

The actual resistivity and thickness of the subsurface layers were obtained by inverse solution technique using 
the IPI2win software developed by the Geophysics Group Moscow State University [19]. (IPI2Win-1D 
Program, version 3.0.1a, 2003). The software realizes iterative minimization of the misfit between real and 
modelled data based on a least number of layers initial model using Tikhonov’s approach. For all sounding 
curves inverted to obtain the actual resistivity and thickness of the subsurface layers. The fit between model 
response and the field data for the VES points were generally lower than 5%. In addition, pseudo and resistivity 
sections of four profiles were created by combining some selected points from them. To be an example, the 
AA′ profile pseudo and resistivity sections are plotted in figure 3. According to the parameters of these sections 
geological models were established (Figure 4). Then, apparent resistivity distributions for many depth levels 
(10, 100, 200, 500, and 1000 meter) are plotted to reveal the areal resistivity distribution versus to depth (Figure 
5).  

The SP profile data (EE′) were evaluated by Levenberg-Marquardt (LM) inversion algorithm [20]. Profile data 
were assumed produced by a simple sphere-shaped polarized causative body. Parameters of sphere model are 
electric dipole moment (K), horizontal distance (x), distance from the origin (x0), depth to the centre of the 
body (z0), and polarization angle (θ). The polarization angle is determined as the angle between vertical plane 
and polarization surface. Calculated SP parameters are shown in figure 6 and Table 1. The root mean standard 
error is 0.1155. 
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Figure 4. Geological models of VES profiles 

 

 

86 
 



 
 

Figure 5. Contour maps of the iso-apparent resistivity values (a) AB/2=10m, (b) AB/2=100m (c) AB/2=200m,(d) 
AB/2=500m, (e) AB/2=1000m 

 

Table 4. Calculated SP model parameters 

E. dipol moment  (K) Polarization angle (θ)(°) Distance from the origin 
(x0)(m) 

Depth (z0) (m) 

447432.17 1.37 216.88 145.38 

 

Figure 6. Observed and calculated SP values 
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3. RESULTS AND CONCLUSIONS 
In this study, VES and SP methods were applied to distinguish main subsurface lithologies and locate faults 
that may be associated with local groundwater movement.  As a result of the 1D inversion of VES, three main 
distinct units have been identified. The first one is the Dededag surface volcanics characterized by low and 
medium resistivities (1-100 ohm.m), the second one is the Balabanli volcanics having medium resistivities 
(100-300 ohm.m) and the third one is the metamorphic units (having resistivities higher than 1000 ohm.m) 
forming the basement. These geological formations were also described in the four VES profiles (AA′, BB′, 
CC′ and DD′). It has been revealed that the surface volcanics become thinner and the metamorphic basement 
units reach to the surface near the VES 32, 38 and 69. 

Not only from the cross-sections but also the depth level maps it is seen that the high resistive basement spread 
out over the area between the southwestern part of  Erecek and the northern part of Pasakoy villages. WSW-
ENE and NNE-SSW trending two normal faults that have possibly water content were observed. One of them 
was also detected from the self-potential profile data inversion results. The calculated polarization angle shows 
that the fault has a slope close to the vertical. The x0 parameter corresponds to the distance between location E 
and the intersection of BB′ and EE′ profiles in the figure 2. Since the location of fault determined as between 
VES 70 and 71 points at BB′ profile, it well matches the x0 determined by SP inversion. Although these 
parameters were obtained from only one SP profile dataset, determined fault location is very similar to the 
results of resistivity inversion.  

It is observed the areas that have resistivity values below 10 ohm.m matched the alignment of the detected two 
faults. These areas may have contains hot or cold groundwater. Therefore, it is recommended to search 
geothermal potential of these areas by other hydrogeophysical and hydrogeological methods. 
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Towards High Precision Satellite Based Real 
Time Positioning with Trimble RTX Service 

Omer Faruk Atiz1, Abbas Qader Shakor2, Salih Alcay3, Sermet Ogutcu4 

Abstract 
The real time precise positioning methods with Global Navigation Satellite Systems (GNSS) have been 
drastically enhanced in recent. The Real Time Precise Point positioning (RT-PPP) method has become 
available in the last years along with the commonly used relative techniques; Real Time Kinematic (RTK) 
and Network RTK (NRTK). In addition, Trimble introduced the RT-PPP correction service called Real 
Time eXtended (RTX), which delivers the correction data via L-band signals of geostationary orbit (GEO) 
satellites. In this study, a field test was carried out to assess the latest performance of the Trimble RTX 
service considering the combination of GNSSs namely, GPS-only, GPS+GLONASS, GPS+Galileo, 
GPS+GLONASS+Galileo, GPS+GLONASS+Galileo+Beidou. The RTX coordinates of five satellite 
configurations were retrieved for 9-hour, in November 2020. The results of the experiments were evaluated 
in terms of repeatability. The standard deviation of GPS+GLONASS combination is better than 2.0 cm in 
both horizontal and vertical components. Moreover, the GPS+GLONASS+Galileo combination improved 
the precision of GPS-only by 33.2% for the vertical component.   

Keywords: GNSS, RT-PPP, Trimble RTX 

1. INTRODUCTION 
In general, Global Navigation Satellite System (GNSS) based positioning techniques are classified in two 
groups. The absolute positioning is conducted using a single receiver while the relative approach requires a 
reference station. The Real Time Kinematic (RTK) method provides centimeter level positioning accuracy 
regarding the base distance between rover and reference station [1], [2]. In Network RTK (NRTK) method, the 
RTK corrections are calculated from a GNSS network and sent to rovers via Internet [3], [4]. The main 
limitation of NRTK method is that it can only be used in the coverage area of the network. On the other hand, 
the PPP method provides millimeter-centimeter level accuracy after a convergence time for a standalone GNSS 
receiver around the world using precise satellite orbit and clock products [5], [6]. Moreover, the Real Time 
Precise Point Positioning (RT-PPP) method has become available thanks to the International GNSS Service 
(IGS) real time precise satellite orbit and clock products [7]. Thereupon, the correction data is streamed over 
Internet for the users at world-wide scale. However, a software package such as BKG Ntrip Client (BNC) [8] 
is compulsory to retrieve/decode the correction messages and to calculate the RT-PPP coordinates [9]. 

Many studies are performed on the performance of RT-PPP method. Reference [10] analyzes the positioning 
and zenith total delay (ZTD) estimation performance of RT-PPP considering GPS-only, GPS+GLONASS, and 
GPS+GLONASS+Galileo+Beidou satellite combinations. According to 4-hour RT-PPP solutions, 5 cm 
horizontal and 10 cm vertical accuracy is achieved. Reference [11] evaluates the convergence time and accuracy 
of the performance of multi-GNSS RT-PPP. The results showed that GPS+GLONASS combination improved 
the accuracy and convergence time of GPS-only solutions. The RT-PPP method is employed for bridge 
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monitoring with GPS observations [12]. While the RT-PPP method could not capture the millimeter level 
movements, it showed similar results with double-differencing (DD) for centimeter-decimeter level 
movements. 

Moreover, Trimble introduced the Real Time eXtended (RTX) service which can distribute RT-PPP corrections 
over L-band satellites instead of GSM/Internet [13]. This development allowed the users to perform RT-PPP 
around the world even the Internet connection is not available. There are few studies carried out on the 
performance of RTX positioning. Reference [14] examined the GPS-only performance of RTX correction 
service for determining ground motion. The RTX correction service provided 2.2/2.8/8.4 cm long term static 
positioning precision, for north, east, and up components, respectively. The accuracy of RTX service 
significantly decreased when the GNSS sites did not have open sky conditions [15]. The static RTX 
measurements using GPS+GLONASS+Galileo+Beidou satellites at different test sites showed 2 cm and 4 cm 
root mean square errors (RMSE) for horizontal and vertical components, respectively [16]. Reference [17] 
investigates the kinematic positioning performance of RTX service on a moving vessel. They concluded that 
RTX service can be used if the centimeter-decimeter level accuracy is enough for the surveying.  

Although some studies conducted related to performance of Trimble RTX correction service, the contribution 
of Galileo satellites is not yet investigated after reaching Full Operational Capability (FOC) in above 
experiments. In this study, the latest positioning performance of RTX service was evaluated considering GPS-
only, GPS+GLONASS, GPS+Galileo, GPS+GLONASS+Galileo, GPS+GLONASS+Galileo+Beidou satellite 
combinations. 

2. METHOD 
Five GNSS receivers were installed on the roof of Engineering Faculty building of Necmettin Erbakan 
University to test the performance of RTX correction service. A special apparatus was used to place five 
receivers on the same stand. Hence, the receivers were under same environmental conditions such as multipath 
error. The location of field experiment and the GNSS receivers during the measurement are illustrated in Figure 
1. The CHCNAV I90 PRO GNSS receivers were used for the field experiment which are capable of tracking 
L-band corrections of Trimble RTX correction service. The details of GNSS receiver are given in Table 1. 

Table 5. The specifications of CHCNAV I90 PRO receivers [18] 

Parameter Specification 
GNSS GPS, GLONASS, Galileo, Beidou, SBAS, QZSS, IRNSS 
L-Band RTX 
Channel 336 channels 

RTK accuracy Horizontal: 8 mm + 1 ppm 
Vertical: 15 mm + 1 ppm 

Post processing accuracy Horizontal: 2.5 mm + 0.5 ppm 
Vertical: 5 mm +0.5 ppm 

Time to first fix Cold start: < 45 sec 
Hot start: < 10 sec 

Size 159x150x110 mm 
Communication 4G modem, Wi-Fi, Bluetooth, UHF radio  

Data storage 32 GB  
Power Up to 10 hour for static/ External power input 
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Figure 1. The location of RTX field test (left) and GNSS receivers during the measurement (right) 

CHC I90 receivers were set to track GPS-only (G), GPS+GLONASS (GR), GPS+Galileo (GE), 
GPS+GLONASS+Galileo (GRE), GPS+GLONASS+Galileo+Beidou (GREC) satellites with 10° cutoff angle. 
After the convergence, 9-hours of RTX measurements were collected at 1 second epoch interval, in November 
2020.   

3. RESULTS 
The standard deviations (STD) of G, GR, GRE, and GREC modes were calculated. The statistical analysis 
conducted using all solutions without outlier removal. For a proper comparison, the solutions of different modes 
were aligned considering mutual epochs. The standard deviations of 9-hour measurements and is depicted in 
Table 2.  

Table 2. The standard deviations 

GNSS STD (cm) 
X Y Z 

G 2.3 2.0 2.4 
GR 1.9 1.7 1.8 
GE 1.5 1.2 1.3 

GRE 1.6 1.4 1.6 
GREC 1.7 1.6 1.7 

 

The GPS-only mode showed a precision of 2.3 cm, 2.0 cm and 2.4 cm for X, Y, and Z components. The multi-
GNSS combinations were significantly improved the repeatability compared to GPS-only mode, particularly 
on the vertical component. The GR, GRE, and GREC modes showed similar results in horizontal component. 
GE mode is slightly better than other combinations, particularly at the vertical component. The coordinate time 
series are shown in the Figure 2 according to mean of 9-hour measurements for five different GNSS modes. 
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Figure 2. Coordinate time series for G, GR, GE, GRE, and GREC modes 

 

As seen in Figure 1, the coordinate differences are not much than 15.0 cm for all GNSS modes. Also, a precision 
loss is rather seen in GPS-only mode about 07:00 UTC. The source of this precision degradation is more likely 
the low number of GPS satellites weaken the PPP performance. The multi-GNSS combinations are clearly 
reduced the precision lost in the X and Z components of GPS-only mode about 07:00 UTC. 

Besides, the contribution of multi-GNSS combinations to GPS-only mode is computed through improvement 
percentage on STDs. The improvement percentages of GR, GE, GRE and GREC modes with respect to GPS-
only mode are shown in Figure 3. 
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Figure 3. Improvement percentages of multi-GNSS modes with respect to GPS-only mode 

 

The multi-GNSS combinations provided at least 15.6% in three dimensional coordinates. The GE mode 
produced the maximum improvement on the vertical component by 43.1%. Although GR mode is contributed 
to GPS-only mode, the contribution level is less than GE, GRE, and GREC modes. That can be explained with 
the noisier code observations of GLONASS satellites [19]. In terms of repeatability, the improvement of GRE 
is slightly better than GREC with respect to GPS-only solutions. Due to the BDS-2 satellites are regional, it did 
not significantly affect the PPP model.  

4. CONCLUSIONS 
This paper investigates the latest performance of RTX correction service which is the one of the most recent 
satellite based precise positioning system. The results of this experimental study demonstrated that multi-GNSS 
combinations clearly improved the performance of RTX service. The GREC mode was produced a standard 
deviation of 1.7/1.6 and 1.7 cm on the X, Y, and Z components, respectively. The GPS+Galileo provided 
slightly better repeatability when compared to others. Also, the BDS-2 satellites did not significantly affect the 
multi-GNSS RTX. The RTX service can be used an alternative to NRTK method which requires an active 
internet connection to retrieve network corrections. As result, the RTX service has become a well option for 
satellite based positioning with the integration of multi-GNSS. 
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A New Filtering and Analysis Approach for 
Poor Quality GNSS Data 

 

Huseyin Pehlivan1, Baris Karadeniz2 

Abstract 
Due to its globally continuous and instantaneous geolocation capability, in many areas from scientific and 
engineering studies to mobile applications we use in our daily lives, satellite-based positioning systems 
offer a unique alternative. Structural health monitoring, determination of large and small scale 
deformations, vehicle tracking and time-dependent location changes in many mobile applications are 
obtained by GNSS. However, time-series recorded by GNSS with a high sampling rate; includes common 
error sources such as sudden signal loss, extraneous or outlying data points, speed drifting, and signal 
white noise. The fact that all or some of these error sources are effective weakens the quality of recorded 
data. The decrease in data quality makes it impossible to draw important conclusions. Some techniques 
should be used to clear this data from errors and to draw meaningful results. In this study, raw GPS data 
recorded with a 20 Hz sampling rate in an environment with abundant error sources were parsed into sub-
signals using Fast Fourier Transform (FFT) after applying a series of filtering processes. Thus, the 
dominant signals representing significant periodic components were determined, regardless of the 
nonsense sub-signals corresponding to the erroneous measurements. Then, the signal was reconstructed 
using Inverse Fourier Transform with the obtained dominant frequency values, and thus, the measurement 
values were separated from the defective components and an interpretable real and clean signal is 
obtained. Graphical comparisons of raw and filtered data are presented and the effect of the proposed 
filtration process on raw data was explained by statistical analysis. 

Keywords: GNSS data, filtering, Fast Fourier transform, time series. 

1. INTRODUCTION 
GNSS (Global Navigation Satellite System) is a unique measurement method for time-dependent position 
changes needed in scientific and engineering studies. The most common and popular GNSS technique is GPS 
(Global Positioning System). Thanks to its high speed and accuracy in data sampling, it is the first method that 
comes to mind in many studies that require position determination as a function of time and examination of 
position changes due to velocity. Due to this feature is used in many areas such as structural health monitoring, 
determination of large and small-scale deformations, vehicle tracking, and mobile applications that we use in 
our daily lives. 

The design of the measurement system and the analysis of the measured data are the main research topics in 
structural health monitoring (SHM). In SHM measurements, the main purpose is to model the movements of 
the structure and determine the displacement changes. For this reason, sensors used in measuring systems and 
data quality are very important. High-quality data may not always be obtained due to the measurement area and 
structural features ([1]). Although undesirable, there may be situations where significant position changes must 
be determined from low-quality GNSS data. Some previous studies have included calculations of displacements 
from noisy GNSS data ([2]-[6]). There are also studies in which some filtering methods are used to calculate 
quasi-static displacement components from low-quality, noise-containing GNSS time series ([3], [4]). 

GNSS data contains a mix of different levels of low, medium and high-frequency noise. In general, it contains 
many sources of random error such as SA interference error, multi-path effect error, the deviation of antenna 
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phase center for GPS receiver ([15], [16]). Poor quality GNSS data means data that is highly affected by 
common error sources originating from this system. To improve the quality of weak GNSS data, an ideal 
filtering method should be used while maintaining the integrity of the raw data source. Here, the ideal filtering 
method aims to minimize the effects of GPS data errors such as sudden signal loss, data spiking, signal white 
noise and zero speed drift. This means removing or replacing incorrect data points while minimizing the total 
amount of data being changed ([1], [8]-[16]). 

This study aimed to find significant periodicities from weak SHM location data with significant error sources 
recorded with a 20 Hz sampling interval for 24 hours in poor quality. For this purpose, a new filtering and 
analysis approach has been tried with this sample GPS data recorded in poor quality. All operations were carried 
out using cyclical codes that proceed linearly in the Matlab program. Sample data recorded as a function of 
time were analyzed in terms of time and frequency. While statistical equations are used in time domain analysis, 
some complex transformation equations were used in frequency domain analysis. First of all, in the series 
examined in the time domain, coarse errors are filtered out, problems in the jumps in data and sampling interval 
are eliminated. After that, the time-dimensional filtered and prepared data was decomposed into sub-signals by 
transforming it into the frequency domain using Fast Fourier Transform (FFT) ([17]). Thus, the signal's 
frequency and amplitude periodic components were determined, regardless of the less repetitive signals, and 
the dominant sub-signals that repeat frequently. And as a result, when the signal was reconstructed using 
Inverse Fourier Transform (IFT) with the dominant sub-signals obtained, a filtered and interpretable clean 
signal was obtained. Thus, changes in position in sampling interval and measurement sensitivity were modelled 
depending on the time and variables of the measurement. 

2. A NEW FILTRATION APPROACH FOR GNSS POSITION DATA 
The measurement process involves collecting data with a certain systematic for the transition to the real world, 
which we accept as the analog world, and the digital world, which we accept as a model or sample of it. While 
there are multiple methods of collecting data, the issues are generally the same. Sensors used, sampling interval, 
sensitivity, resolution, measuring time, measuring environment etc. are fundamental issues such as affect 
measurement accuracy. 

In accordance with the purpose of the measurement, the resolution and measurement time can be determined 
by considering the sensor used. However, errors and noise originating from the measurement environment are 
parameters that cannot be predicted before measurement. Therefore, they are issues that can be resolved in post-
measurement analysis and evaluation. Here, measurement values collected from the real world can be recorded 
as distorted signals that are unpredictable and difficult to model. However, this does not prevent us from 
extracting meaningful information from the data. The only solution used in these cases is filtering. 

Discrete-time series recorded in GPS observations generally include periodic and stochastic components as 
well as error components such as noise ([15]-[17]). Determining the periodic components that model the 
meaningful displacement changes, which is the purpose of the measurement, is only possible after separating 
the stochastic and noise components. Raw data, which includes many error factors such as the place where the 
measurement is made and the atmospheric conditions during the observation, can be evaluated and converted 
into meaningful signals after the processes we call filtering. The filtering process generally requires us to decide 
which range of data in the signal should be suppressed or decomposed. As of the general structure of GNSS 
data, the measurement sensitivity and positioning accuracy vary depending on the measurement method we 
apply and the characteristics of the receiver we use. In this sense, it helps us to determine the filter parameters 
to be applied. The analysis of poor quality recorded GNSS data can be performed in two ways, in time and 
frequency dimensions, respectively. 

Analysis Process of GNSS Data in Time Dimension 
The GPS series contains random and coarse erroneous measurements resulting from the general nature of the 
measurement method. These errors need to be eliminated in the time dimension before analysis with time series. 
The following sequence has been followed for the filtration process of the GPS data in the time dimension. 

a) Extracting abnormal data from raw data (thresholding) 
b) Empty data points are interpolated considering the closest datasets (interpolation) 
c) Filtering to protect spikes and reduce noise (Smoothing) 
d) Re-sampling, taking into account the measurement time and sampling interval 

Analysis Process of GNSS Data in Frequency Dimension 
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After the signal is examined in the time dimension, it is converted to the complex plane by FFT. That is to the 
frequency dimension. In this environment, all amplitude values that make up the signal are determined by 
frequency and phase values. To select meaningful sub-signals with certain frequencies and to determine the 
dominant modes; 

1st step: Fourier Transform 
2nd step: Determination of Dominant Frequency Value 
3rd step: Inverse Fourier Transform 
4th step: Cleared Location Data 

2.1. Analysis Process of GNSS Data in Time Dimension 

a)  Extraction of abnormal data - thresholding 
Real-time raw GPS data is a complex signal that includes noise at different frequencies and different 
amplitudes. A general threshold applied to such a signal cuts off a significant portion of the periods below the 
threshold. Therefore, a localized thresholding design ([12], [17] –[20]) that includes a combination of fixed, 
semi-soft and soft threshold rules has proven necessary for non-stationary signals.  

In the first step of the filtration process, abnormal erroneous data points found in the data set are removed and 
replaced with interpolated data. In order to achieve this, each value in each value set in the sample data is 
separately compared with the determined threshold value. If the data point is found to be outside the selected 
limits, it replaces it with the value derived from a cubic spline interpolation drawn from neighbouring data [1] 
(Figure 1(a)). 

b) Interpolation 
As an additional step in the interpolation process, these data points are valued by skipping from fixed-range 
data points to facilitate operations in the frequency domain, or by interpolation from nearest neighbour data in 
case of null data. Filling in blank data with interpolation provides flexibility during data processing and 
improves the quality of results.

 
Figure 1. (a) Extraction of abnormal data (thresholding) for GPS data (b) A snapshot of the filtering process 

c) Filtering (Smoothing Filters) 

The main purpose of the filtering process is to suppress the components other than the signal to be measured. 
If the period and frequency of the magnitude we want to measure can be predicted, we determine the type of 
measuring instrument, sampling interval and measuring time accordingly. However, in this range, unwanted 
noise and components can disrupt the recorded signal (Figure 1(b)). In this case, we try to purify the 
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measurement results from errors by using many filters such as low or high band pass according to the values 
we want to measure. 

In line with this general approach, we need to apply a low-pass smoothing filter to de-noise the GNSS data and 
determine the quasi-static displacement of the structure. For this purpose, we can use a moving average (MA) 
filter with an appropriate window size to separate the series from noise and reveal its quasi-static components 
([3]). 

We can say that most of the applications related to smoothing are in a Low-Pass filter structure. Frequently 
used today; Additive, Savitzky–Golay, Ramer–Douglas–Peucker, Moving, Kalman etc. There are smoothing 
algorithms such as Among them, which is in the FIR filter structure and gives better results for GNSS data; We 
can briefly explain the features of moving, laplace, triangular algorithms as follows; 

Moving Averager: The moving averager takes a certain number of samples and averages it according to the 
size of the filter with a simple FIFO (first in first out) structure. The 3D mathematical expression of this filter 
is as follows. 

𝑦𝑦(𝑛𝑛) = 𝑥𝑥(𝑛𝑛−1)+𝑥𝑥(𝑛𝑛)+𝑥𝑥(𝑛𝑛+1)
3

                  
               (1) 

Laplace Averager: Unlike moving average, Laplace Averager does not use the filter structure in a FIFO 
fashion. For example, a laplace mean filter with a filter size of 10 first collects the first 10 data and divides it 
by 10 to obtain the first filtered element. While the next 10 samples are waiting, the previous filtered value 
remains constant. Although this gives us difficulty in not following the real signal, it has an advantage over the 
others in terms of simplicity. 

Triangular Averager: In the triangular average, the same FIFO logic in the moving average is used. Unlike 
the moving average, the values measured in the triangular average are multiplied by the coefficients that will 
form a triangular form according to the filter size and divided by the sum of these coefficients. The 
mathematical expression for the 5-dimensional triangular filter is presented below. 

𝑦𝑦(𝑛𝑛) = 𝑥𝑥(𝑛𝑛−2)+2𝑥𝑥(𝑛𝑛−1)+3𝑥𝑥(𝑛𝑛)+2𝑥𝑥(𝑛𝑛+1)+𝑥𝑥(𝑛𝑛+2)
9

      
               (2) 

The success of the three filters summarized here depends on the short processing time proportional to the filter 
size and the good filtering process at short filter size. 

d) Re-Sampling 
First of all, GPS time series were resampled with 1-second sampling interval in order to be able to evaluate all 
observations holistically in the time domain and to increase the processing speed. 

2.2. Analysis Process of GNSS Data in Frequency Dimension 
In order to reach the meaningful components we want in the frequency dimension, the sampling interval of the 
signal should be equal, free from errors and noises. Therefore, the better we filter in the time domain, the better 
results we can get from the analysis in the frequency domain. The frequency spectrum of a signal shows the 
different frequencies embedded in those signals. Conversion of GNSS location data into the frequency domain 
for the analysis of dynamic properties in structural traces allows us to access all sub-signals in the frequency 
spectrum. 

The Fourier Transform (FT) is the most widely used method in the transition to the frequency dimension, that 
is, to the complex plane. However, FT also has some handicaps ([12], [18], [21]). In general, signals are 
expressed as a function of time and as time-amplitude signals before being converted. In most cases, the most 
useful information will be covered by the time information of the signal. With the FT transform, the sub-signals 
are expressed using sine and cosine. 

FT is not a suitable method for analyzing non-stationary signals with various time spectra. Also, the sine and 
cosine functions consisting of the FT basis function have difficulty in translating discontinuous signals and 
sharp spikes. In addition, it has been seen that it is not appropriate to express time and frequency at the same 
time. To make up for this shortcoming, Short Time Fourier Transform (STFT) is applied to analyze the signals. 
STFT represents a midpoint between time and frequency based evaluations of signals ([15], [16]). Using this 
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method, information can be obtained about when and where certain events occurred. Here the signals are 
divided into small units; these signals are considered "stationary" and a window function is used to obtain these 
values. STFT is an extended version of FT that uses a window function. However, STFT can only provide 
limited sensitivity determined by the size of the window. In other words, the transformation can give 
information about time and frequency simultaneously, but its resolution is fixed. 

3. AN EXAMPLE OF THE LOW-QUALITY DATA ANALYSIS  
As an example, the GPS signal recorded for 24 hours with a sampling interval of 20 Hz was used (Figure 2). 
This signal is known to be a poor quality recording containing random noise, but it is known to contain predicted 
displacements. 

 
Figure 2. 3D raw GNSS data 

3.1. De-noising of GNSS Data with Some Filtration techniques and Fourier Transformation 
Structural displacement variations can be determined for three axes (X, Y, Z). In this study, since no significant 
vertical movement is expected, displacement was determined only in X, Y series. The time series were 
examined in time and frequency dimensions, respectively, to remove noise and determine displacement 
changes. 

In Time Dimension: The steps of examining the GPS data in time dimension; 

In 1st step: A threshold value with 2 cm amplitude was applied to the GPS data containing noise and abnormal 
jumps with different amplitudes. Thus, abnormal data in the data set were removed. 

In 2nd step: The empty elements in the time series were filled by interpolating with the nearest data elements. 
Thus, errors such as skipping and breaking during the measurement were eliminated. 

In 3rd step: Considering the filter size and noise suppression rates, it has been seen that the triangle averager 
performs better than the others. As the filter size grows, both the moving and triangle averager outputs get 
closer to the signal we want to measure. The Laplace averager, on the other hand, becomes a stepped structure 
as the size grows and moves away from the signal we want to read. Each filter adds a phase difference to the 
system as well as the size of the filter. While designing the system in the real environment, it should be 
examined whether this phase difference affects the system and the filter should be designed accordingly. In our 
sample signal used in this study; Two filter sizes, 60-300 units, were applied. 
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In the 4th step: The sample data recorded with a sampling interval of 0.05 seconds, which was sampled for 24 
hours, was resampled with a sampling interval of 1 second, taking into account the measurement time and 
sampling interval. 

In Frequency Dimension: Spectrum analysis method was applied to the sample signals filtered with 60 and 
300 seconds window sizes.  

1st step: First, the series filtered in the time domain were separated into sub-signals by SFFT transform. It was 
seen that the operations performed by selecting the appropriate filtering parameters helped to reveal the 
dominant displacement frequencies hidden in the signal.  

2nd step: All frequency values and corresponding amplitude values were calculated and their amplitudes were 
ordered from largest to smallest. The frequency values f1, f2 and f3 selected for the analyzed sample signals and 
the corresponding amplitude period, phase and angular frequency values are given in Tables 1,2,3 and 4, 
respectively.  

3rd step: By choosing the first 3 frequency values with the highest amplitude, the real displacement signal was 
reconstructed by inverse FFT process. The standard deviation values of each reconstructed X, Y signal are 
presented in Table 5. It was observed that the Root Mean Square Error (RMSE) values of the reconstructed Y-
direction series were lower than those of the X-direction series, which were reconstructed. 

And 4th step: X and Y signals generated with significant frequency values were plotted as 2D position change 
time-dependent position change (Figure 3). 

Table 6. Dominant frequencies selected as a result of spectrum analysis in the X-signal with a 60 second sampling interval. 

Frq. No Frequencies (Hz) Period (sec.) Amplitudes (m) Phases (Deg.) Angular Freq. 
(Hz) 

f1 0.00001157 86400.00 0.0482 -179.96455 0.00007272 

f2  0.00013889   7200.00   0.0020   144.75748   0.00087266 

f3 0.00038194   2618.18   0.0017 55.39479   0.00239983 

 

Table 2. Dominant frequencies selected as a result of spectrum analysis in the Y-signal with a 60 second sampling interval. 

No Frequencies (Hz) Period (sec.) Amplitudes (m) Phases (Deg.) Angular Freq. 
(Hz) 

f1 0.00001157 86400.00 0.0739  -179.53211  0.00007272 

f2  0.00010417 9600.00 0.0010   -169.30866   0.00065450 

f3 0.00018519 5400.00 0.0009 -121.37421   0.00116355 

 

Table 3. Dominant frequencies selected as a result of spectrum analysis in the X-signal with a 300 second sampling 
interval. 

No Frequencies (Hz) Period (sec.) Amplitudes (m) Phases (Deg.) Angular Freq. 
(Hz) 

f1 0.00001157 86400.00   0.0482 -179.96457   0.00007272 

f2   0.00013889 7200.00 0.0019   144.79109   0.00087266 

f3  0.00038194 2618.18  0.0016  -55.44913    0.00239983 

 

Table 4. Dominant frequencies selected as a result of spectrum analysis in the Y-signal with a 300 second sampling 
interval. 
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No Frequencies (Hz) Period (Sec.) Amplitudes (m) Phases (Deg.) Angular Freq. 

(Hz) 

f1 0.00001157   86400.00   0.0739   -179.53218   0.00007272 

f2   0.00010417   9600.00    0.0010  -169.35240   0.00065450 

f3  0.00018519   5400.00    0.0009  121.50358  0.00116355 
 

Table 5. Re-constructed signals with selected frequencies 

Reconstructed 
Signal  

Sampling  

Rate (Sec.) 

Selected 
Frequencies RMS (m)   

X-direction 60 f1, f2, f3 0.01058 

Y- direction 60 f1, f2, f3 0.00729 

X- direction 300 f1, f2, f3 0.00559 

Y- direction 300 f1, f2, f3 0.00385 

 

Figure 3. Filtered signals re-constructed with IFFT 

In Figure 3a, 60-second sample data were reconstructed with IFFT. In Figure 3b, 300-second sample data were 
reconstructed with IFFT. When both new signals are plotted in 2D in the XY plane, they appear as in Figure 3. 
Each colour corresponds to a two-hour position change. Although it looks different in shape, the total 
displacement amounts are approximately equal. Dx=3.60 mm, Dy=4.76 mm in Figure 3a, Dx=3.62 mm, 
Dy=4.81 mm in Figure 3b. 

4. CONCLUSIONS 
It is possible to show the structural displacements in a three-axis coordinate system (X, Y, Z). However, since 
GNSS series obtained with poor quality contain random noise and errors that are very difficult to model, such 
as multipath, etc., it is not possible to see meaningful displacements. A raw GNSS data given in Figure 2 is 
seen as a meaningless point cloud due to the noise and erroneous data it contains. In such cases, detailed filtering 
is required to debug GPS data and calculate meaningful displacement vectors. 

Spectrum analysis can be applied to the filtered signal in the time dimension to reveal the meaningful 
components from the GNSS data recorded at high frequency. Parameters such as signal length, window size, 
amount of overlap and data rate are important in spectrum analysis. Structural vibrations hidden in the GNSS 
data can be determined or removed with the most appropriate parameters. Based on this theory, a filtration and 
spectral analysis algorithm are proposed for low-quality GNSS data in this study. An eight-step algorithm is 
presented, with these being 4 in the time domain and 4 in the frequency domain. The coarse error and noise are 
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relatively separated from the series that is first filtered in the time domain. Operations performed by selecting 
the appropriate filtering parameters reveal the dominant displacement frequencies hidden in the signal. It is 
then separated into sub-signals by FFT. By choosing frequencies with dominant displacement values (ie 
dominant modal frequencies) from here, the true displacement signal can be decomposed by inverse FFT 
operation.  

Using these theoretical processing steps, low-quality GNSS data recorded with a sampling frequency of 20 Hz 
was analyzed (Fig. 2); First of all, The data were examined in the time dimension and more prominent and 
meaningful components were revealed in the frequency dimension. In the time dimension, it was ensured that 
abnormal data were extracted with an appropriate threshold value (2 centimetres), blank and omitted data were 
completed as a function of time with the interpolation process and resampled with an appropriate sampling 
interval (60 and 300 seconds). After that, three smoothing filters were tried for low-pass filtering. As a result 
of these trials; Considering the filter size and noise suppression rates, it was seen that the triangle averager gave 
a better result than the others. Thus, the XY series that we filtered in time dimension were converted into 
frequency dimensions with SFFT. Significant modal frequency values of time series sampled with 60 and 300 
seconds are presented in tables 1, 2, 3 and 4. When the signals were reconstructed with IFFT with the first 3 
frequency values found to be significant, 4 different time series were obtained in different sampling intervals, 
presented in Table 5. When the calculated filtered series is plotted in the XY plane; Approximately equal 
displacement magnitudes were calculated from the 60 and 300-second sample series (Figure 3). 

However, despite such a detailed filtering process, we may not always be able to calculate the actual 
displacements. Namely; Due to the nature of the structural oscillations and the observation conditions, the noise 
content such as the structural displacement frequencies and multipath may be at the same level. In this case, the 
spectrum analysis approaach may not be applicable in the heavily polluted signal with a noise similar in 
displacement size. Identifying significant displacement components from a signal containing a wide variety of 
noise components is a difficult task in this sense. The use of hybrid measurement systems that assist GNSS in 
structural displacement measurements can be helpful in solving noisy data. 
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Experimental Results and Analysis of 
Structural Monitoring Using GNSS and Other 

Positioning Techniques 
Huseyin Pehlivan1 

Abstract 
Advances in urbanization and construction technology have made buildings increasingly larger and 
ostentatious. These large engineering structures that push the limits of engineering and technology, it is 
become more affected by natural events such as wind, temperature, earthquake etc. Therefore, the 
construction of such structures and subsequent determination of oscillation amplitudes and spectral 
characteristics have become an important issue needed. In the scope of this study; GNSS receivers, 
electronic inclinometer, weather station and total station and reflectors for ground observations are 
mounted on a tower (in 165 m heights). The data collected simultaneously using this measurements 
instruments were analyzed and the results were evaluated.  It has been observed that the displacement 
changes obtained from different measuring instruments are compatible with each other and are sufficient 
to determine this dominant oscillation mode. The movement amplitude and spectral characteristics of the 
structure representing the structural movements at the time of measurement were examined. The results 
obtained from three different measuring instruments; showed that the structure is very rigid and makes a 
dominant movement with a period of 24 hours. This dominant movement of the tower, which lasted for a 
full day, has been explained by the effect of the temperature change caused by the effect of the sun. 

Keywords: Structural displacement, GNSS, Tiltmeter, Total station, modal frequency. 

1. INTRODUCTION 
As a part of modern life, large buildings have become an indispensable part of human life in terms of their 
functions and services. Although these structures have a limited life span, they also contain structural health 
problems that may arise for a long or short period of time due to the effects of internal and external forces. The 
buildings, especially wind, temperature, earthquake, etc., are inevitably affected by natural events such as 
vibration and oscillation. For these reasons, it would be correct to consider the safety and health of buildings 
synonymous with human safety and health. Monitoring the oscillation amplitudes and spectral characteristics 
during and after the construction of large buildings is an important issue in terms of building health and public 
safety. With Structural Health Monitoring (SHM) studies, building behaviour can be monitored, ensuring the 
safety of gigantic buildings, extending their service life, and taking preventive measures to reduce the damage 
they may face in natural disasters ([1]-[4]). 

Different measurement systems can be considered in SHM studies, taking into account the characteristics of 
the structure to be followed, the measurement cost and the expected accuracy. Two important parameters are 
decisive in this regard: The first important parameter that determines the character of the measurement system 
is whether it is a long or short-term measurement system, depending on the monitoring period. Short-term 
monitoring systems are used to determine whether a structure is healthy or damaged and to check its condition. 
long-term monitoring system; It is used to determine the structure's behaviour and take the necessary 
precautions during its standing. ([3], [4], [7]). Some studies evaluating sensors used for short- and long-term 
monitoring systems have been published [8]. While short-term monitoring is carried out to monitor a pedestrian 
bridge in the city, long-term monitoring of a dam body that threatens residential areas, a high-rise skyscraper 
used by thousands of people every day in the city or a very large bridge can be considered.  The criterion here, 
when the structure is damaged, is whether it will affect human life and the economy on a large scale. 

1 Corresponding author: Gebze Technical University, Department of Geomatics Engineering, 41400, Gebze/Kocaeli, 
Turkey. hpehlivan@gtu.edu.tr 
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The second important parameter in the design of the SHM system is the selection of measurement sensors that 
can measure the behaviour of the structure such as vibration and oscillation, in a range suitable for their 
frequencies. While GNSS (Global Navigation Satellite System), inclinometer and total station can be used to 
determine the static and semi-static behaviours of the structure, accelerometers can be used to determine its 
dynamic behaviours ([6], [10], [11], [13], [14] , [17], [22], [23], [26]). GNSS is the most advanced geodetic 
monitoring system that can be used in long and short term monitoring systems ([9], [12]). In addition, with the 
improvement of sampling frequency in GNSS receivers, the exact behaviour of structures can be determined 
with high precision in time and frequency dimensions ([3], [9], [19]). Recent studies have made it possible to 
measure quasi-static and dynamic movements of rigid structures with a natural frequency of 3-4 Hz and a 
displacement of a few millimetres, with a sampling range of up to 100 Hz and new filtering techniques of GNSS 
([5], [7], [16], [17], [20]). GNSS measurements; for static, quasi-static and real-time kinematics (RTK) 
methods, respectively; It provides positioning with 0.5–2 and 1–5 cm accuracy ([16], [17]). It has been 
published in experimental studies that the horizontal accuracy of dynamic measurements using the Precise Point 
Positioning (PPP) method approaches 2 cm, while the vertical accuracy approaches 1 cm ([3], [15], [18]). 

Despite its proven advantages, GNSS measurement methods are affected by signal reflections (multipath), 
which is the main source of error and this is the main disadvantage of GNSS ([18], [19], [20], [24]). In order to 
overcome the problems such as multipath and increase the dynamic measurement accuracy of structures, 
different measurement techniques, auxiliary measurement tools and some signal processing methods are used 
with the high sampling frequency data collection capability of GNSS receivers ([3], [12], [19], [20], [22]). 

This study aims to determine the displacement changes of the tower and analyze its dynamic properties by 
evaluating the data recorded with different measurement sensors installed on a tower structure in a GNSS-based 
SHM study. This designed SHM system was tested on a Tower using GNSS, tiltmeter and robotic total station 
(RTS) [12]. Data collected using two GPS receivers, two tiltmeters and RTS were analyzed and the results were 
evaluated. Thus, the behaviour of the Tower was determined by different measuring sensors. The amplitude 
sizes and spectral characteristics representing the movements of the structure at the time of measurement were 
examined and interpreted. 

2. EXPERIMENTAL TEST AREA 
The test measurement data were carried out on a TV tower (Istanbul-Turkey) with a total height of 217 meters 
(the height of the reinforced concrete part is 164 meters and the antenna height is 57 meters) (Figure 1.a). 
Between 145 and 165 meters of the reinforced concrete part of the tower, there are a revolving restaurant and 
viewing floors with a diameter of 30 meters (Figure 2.a). In Figure 2.b, the heights where the tower and 
measuring systems are mounted are shown schematically. Accordingly firstly, a GPS reference (base) station 
was set up at a safe point near the tower. Two GPS receivers, one in the south and one in the north direction, at 
a height of 164 m, are mounted on the balcony of the upper part of the reinforced concrete part of the tower. 
NovAtel GPS OEM4 receivers with a sampling rate of 20 Hz were used as GPS hardware. GPS observations 
were collected in ASCII format using the RTK- method with Novatel CDU software on the recording units 
floor. 

Two tilt-measuring sensors are mounted at a height of 162 m and 148 m near the approximate center of the 
tower (Figure 2.b). Tilt measurement sensors were positioned in line with the same projection direction, with 
the X-axis to the north and the Y-axis to the east. Leica Nivel20 dual-axis sensor (Figure 1.c) was used with 
SOPOM software as a digital tilt sensor. The tilt sensor used has the capacity to measure the tilt changes in 
both axis directions with an accuracy of 0.001mrad (0.001 mm/m) or approximately 0.2”. The operating range 
of the Nivel20 is ±1.5 milliradian (±1.5 mm/m) and 5.2' with zero position error. Since Nivel20 sensors are 
very sensitive to temperature change, measurements were made by placing them in the enclosure box and the 
indoor temperature was also recorded during the measurement. 

Total stations with robotic features are proven conventional tools for measuring structural displacements. 
Although it has some measurement handicaps, it is one of the first devices that comes to mind in structural 
monitoring studies due to its measurement precision and practical measurement capabilities. In this study, 
observations were made with RTS from ground control points to prisms at a certain distance. Two prisms are 
mounted at the bottom of the GPS antennas as seen in Figure 1.b. Observations were made using Motorized 
Geodimeter 600S electronic total stations (Figure 1.a). Observations were made from fixed station points to 
both prisms sequentially every 2 minutes and data sets (2 edge and 2 angle values) were recorded as a function 
of time. 
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Davis Vantage Pro2 Weather station (weather station), shown in Figure 1.d, was used as the meteorological 
data measurement sensor, and temperature, relative humidity, wind speed and direction, precipitation and 
pressure changes were recorded during the measurement. It is mounted on the highest accessible point (172 m 
elevation) of the reinforced concrete part is seen in Figure 2.b. 

 
Figure 1. a) Monitoring the tower with RTS b) GNSS antenna and RTS prism just below it, c) Leica Nivel20 tilt sensor 
(Tiltmeter), d) Weather station 

 
Figure 2. a) The shaft part of the Tower (between 145 and 165 meters elevations), b) The diagram showing the locations of 
the measuring sensors 

3. ANLYSIS OF EXPERIMENTAL TESTS RESULTS 
Obtaining the data obtained from GPS, Tiltmeter and RTS receivers and making them ready for processing is 
an important process step. The data characteristic and content of each sensor differs. All data operations were 
performed with algorithms developed in the MATLAB program. Simultaneously collected data sets were 
subjected to pre-evaluation filtering and some correction processes and were resampled with a sampling interval 
of 1 second. The amplitudes of the quasi-static-low frequency displacement changes of these three measuring 
methods were determined and the results were evaluated. The amplitude sizes and spectral characteristics 
representing the movements of the structure at the time of measurement were examined.  

3.1. GPS Data  
Firstly, the long and short-term behaviours of the tower, namely high and low-frequency behaviours, were 
examined with GPS data. Firstly, coarse erroneous data were extracted from the X and Y-axis time series. For 
this purpose, a threshold was applied with ±5 cm. Smoothing was performed using 10 units of window size. 
Ellipsoidal coordinates (X, Y, Z coordinates) obtained by the RTK GPS method were converted into local 
topocentric coordinates. 
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It was possible to determine static, semi-static and dynamic structure behaviours with GPS data. The structure 
motion model was drawn during the measurement from the filtered and reconstructed GPS series (Figure 3). 
The daily path of the tower was coloured with a different colour for each day. The tower moved in half-elliptical 
cycles with the long axis (3.99 cm) in the West-East direction and the short axis (2.82 cm) in the South-North 
direction depending on the daily temperature change. It is seen that the daily trajectories are not the same as the 
previous day as they change due to the daily temperature value and the sunshine duration. 

 
Figure 3. Amplitude values computed via different measurement methods 

3.2. Tiltmeter Data 
The Tiltmeter data set recorded at 1-second intervals was re-interpolated in order to eliminate breaks and skips. 
When simultaneously recorded GPS and Tiltmeter data were analyzed, the high-frequency components of the 
GPS time series showed random oscillations of ±2mm, while the high-frequency components of the Tiltmeter 
time series showed oscillations of ±0.1mm. 

After filtering, GNSS and Tiltmeter data were standardized and shown on the XY axis. When we plot the model 
series in the X-Y plane, we can see the displacement pattern of each receiver. The 8-hour displacement models 
of the tower are presented in Figure 4. Figure 4, shows a comparison of the displacement changes in an area of 
15 mm2 with GPS and Tiltmeter receivers. These calculated series of models have provided precise information 
on how the tower moves for 8 hours. When we examine this movement model, we observe how the tower 
moves depending on the movement of the sun. After warming up at 11:00, the tower was moved to the east. 
The body of the tower, which started to cool down after 12:00 and 13:00, when the sun's heat was at its 
maximum, returned to its original position between 14:00 and 15:00. 
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Figure 4. Amplitude values computed via different measurement methods 

3.3. RTS Data 
Observations with RTS were made using motorized Geodimeter 600S electronic total stations. Two prisms 
mounted on the lower part of the GPS antennas as seen in Figure 1.b were used as observation points (Figure 
1.a). Observations were made from the fixed station point to the monitoring points every 1.5 minutes for 6 
hours under normal meteorological conditions, and the data sets (2 edge and 2 angle values) were recorded as 
a function of time. 

The analysis process of the data recorded with RTS is an important issue. The coordinates of the monitoring 
points have been determined by the recorded oblique distance, horizontal angle and vertical angle 
measurements. Each observation data set was analyzed in itself and it was aimed to determine the change of 
total displacement according to time by creating 2-minute observation sets. After data control and interpolation, 
the balanced coordinate values of the observation point were calculated for each half-hour between 11:00-
18:00. The displacement vectors of each measurement time were calculated by calculating the coordinate values 
and mean errors balanced by the least-squares method. In addition, the positional errors at the observation point 
were calculated for each balancing time. As a result of analysis and evaluation; It was concluded that the 
movement of the structure was within the known and predicted limits and the measurements were made with 
sufficient accuracy. As seen in Figure 5, the results were found to be compatible with GPS measurements. 

 
Figure 5. Amplitude values computed via different measurement methods 
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4. CONCLUSION 
In this experimental measurement system; GPS, tiltmeter and RTS were used and simultaneous measurements 
were evaluated. Firstly RTK GPS datasets were analyzed at low and high frequencies and it was possible to 
model the long and short term movements of the tower during the measurement. The calculated high-frequency 
values are approximately 0.16 Hz and 0.25 Hz in the X-Y directions, respectively. These values showed that 
the tower made oscillations with a period of about 4-6 seconds. These high-frequency values were not 
calculated from Tiltmeter and RTS data. However, within a period of 9 days, important components of the low 
frequencies could be determined and when we compared them in the X-Y direction; common period values of 
24 and 12 hours were determined. The common-mode values of 24 and 12 hours at low frequencies were 
evaluated as the movement of the tower for 9 days (semi-static). Thus, the low-frequency behaviours of the 
tower were determined by three different measurement systems and it was seen that the results were compatible 
with each other. 

When we examine the low-frequencies tower behaviour presented in Figure 3., it is understood that the Sun is 
correlated with radiation effect and temperature change and makes a semi-elliptical motion. Under normal 
meteorological conditions, it has been determined that the top (shaft part) of the Tower makes an elliptical 
rotation in the daily movement within daily air temperature change and the radiation effect of the sun. In a 
similar tower monitoring study published in 2008, Bruere explained the path of the tower's shaft as an ellipse 
that changes with the position of the sun on a sunny day [2]. 

The movement characteristic of this tower under normal air conditions can be explained as follows. The sunning 
surface of the tower shaft was subjected to thermal expansion due to nonsymmetrical heating. Tower horizontal 
displacement was induced with additional stresses due to changes in the temperature gradient inside the shaft 
section of the tower. While expanding the sun-exposed side, the top of the tower was bent to the side away 
from the sun. During the day, the sun moves from the east and continues from the south to the west, while the 
top of the tower followed an elliptical path in the direction of the West-North-East. The magnitude of this 
displacement depends on the temperature difference between the sun-exposed side and the shaded side, ie the 
direct solar radiation intensity. Since all sides of the tower are exposed to equal heat during the night times, the 
tower reaches a certain equilibrium state at night. 

Some of the important points identified in this study can be listed as follows; 

• Since the GPS receivers are too close to the steel shaft of the tower, they contain multipath errors. 
Due to the fact that the receivers are mounted on two opposite sides of the tower, they used different 
satellite geometries at the same time and have different multipath and instant errors. In this sense, 
both sensor measurements have been complementary to each other. 

• It was important to compare and evaluate with the data obtained from Tiltmeter, as GPS observations 
are known to contain errors due to multipath and satellite geometry. 

• The use of two GPS and tiltmeter receivers for control purposes has been important in terms of 
comparing X and Y directional data sets with each other. 

• Since the Tiltmeters are mounted at different heights, their calculated amplitudes were different. 
Since the 2nd sensor is 14 meters lower than the 1st sensor, the slope direction is the same, but the 
calculated amplitudes have been smaller. 

• RTS measurements gave the opportunity to measure tower movements from a distance and in a 
different system. Thus, the motion vectors determined by GPS and tiltmeter measurements could also 
be calculated with the classical measurement method. 
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Autonomous Network Management in 
Software Defined Networks 

Recep Ibiloglu1, Arif Koyun2 

Abstract 
Software-defined networks (SDN), a major paradigm for autonomous network management. Due to the 
capability of software defined networks, autonomous network management purpose to provide the Quality 
of Service by use of self-organizing mechanism. This paper aims to present recent advances on autonomous 
network management in software defined networks. We also discuss challenges of autonomous network 
management and focus on self-organizing mechanisms. Additionally, this paper purpose to help for 
researchers from different autonomous network management fields to current artificial intelligence key 
issues  

Keywords: Autonomic Network Management, Software Defined Networks, Self-Organizing Networks 

1. INTRODUCTION 
The high increase of internet traffic, such as using mobile phone, wireless or wireline network, is one of the 
trends directing the network technology to change its traditional network management. Increasing demands of 
new services, network professionals and operators need to emerge solutions to efficiently regulate their network 
resources using more flexible and dynamic approaches. Due to the challenging network issues, software defined 
networks(SDN) has been appeared. At first, SDN has been implemented in campus networks. Researchers have 
searched and analyzed the benefits of SDN in different areas such as data center, cloud and internet of 
things(IOT).  

Network management is usually performed manually by network professionals, who analyze data and statistical 
information to scan traces and behavioral patterns in order to optimize network operations [4]. This attempt is 
inefficient, error-prone, which prevent the quality of the services. In order to manage network operation without 
human impact, autonomic network management systems and models has been recommended. Thus, new 
autonomic management tools able to automatically analyze the network and proactively identify autonomic 
patterns are implemented. This new management paradigm is known as Autonomic Management [1], which 
support an enhancement in network reliability and quality, making administrators to quickly identify and solve 
difficulties. 

This paper is organized as following: Section II presents basic issues and components of SDN. In Section III 
we present self-x network management, self-organizing networks and autonomous network management.  
Section IV presents the our approach for autonomic network management. Finally, in section V, we presents 
our conclusions. 

2. SOFTWARE DEFINED NETWORKS 
Software Defined Network  is an emerging network paradigm, which separates the control plane and data plane 
[2]. SDN also plays crucial role in network management. SDN has three basic elements: SDN devices such as 
router, switches; SDN controller such as Open Flow; and applications[5]. Network traffic such as frames or 
packets, is transferred on the SDN devices. The SDN controller is the brain of SDN infrastructure and it 
manages network devices and transmit the order of SDN applications to the SDN devices. The SDN devices 
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has the task that is packet forwarding and controller performed cumbersome networking logically. The network 
device providers produce OpenFlow supported SDN devices. 

Apart from the traditional network management, Software Defined Network (SDN) consists of three planes, 
namely control plane, application plane and data plane. As demonsrated in Figure 1, between the control plane 
and the application plane stands the Northbound Interface (NI) and they communicate each other via 
infrastructure API by the Northbound Interface (NI). Besides, the Southbound Interface (SI) stands between 
the control plane and the data plane and they communicate via API by it. Because of the logically centralized 
control and programmable infrastructure. 

SDNs collect a large scale of network data. These data are IP parsing packets, security device logs, network 
traffic statistics, flow-tables in OpenFlow supported switch, system protection logs. These data contain various 
information for tasks. To attain valuable information from data for SDN applications and operations, it needs 
to be analyzed according to intended purposes. 

 

 
Figure 1 Software-defined networking - A high level architecture [6] 

 

o Application Planes 
This layer consists of business and SDN applications that utilize the SDN communications and network services 
[3]. By the help of the controller the applications are able to impact the behavior of the infrastructure by 
configuring the flows so as to route packets through the best path between two nodes. 

o Control Planes 
A control plane is the central of the operations [7]. It typically runs in software and builds the necessary tables 
for forwarding. This layer supplies the logically centralized control functionality that manages the network 
forwarding behavior through an API. All SDN devices that arrange the network tasks; and implements policy 
decisions which are routing, forwarding, load balancing.  

 

o Data Planes 
Data planes comprise of network devices which execute packet switching and forwarding. The packet 
processing function determines on incoming packets where to flow entries in the flow tables. 

113 
 



 
 

3. AUTONOMOUS NETWORK MANAGEMENET 
 

Ever-increasingly, usage of technology advances and service demands of modern networks have dramatically 
remained. Network management will not be almost provided by human administrators. To control this 
cumbersome difficulty, IBM has announced a promising paradigm helping to create self-managed systems [8]. 
This paradigm, called Autonomic Computing, provides to design computing equipment able to self-adapt its 
configuration and to self-optimize its performance. IBM has suggested autonomic computing by the help of 
inspiring from human body especially in biological processes.  In our body some functions perform without the 
need for conscious direction. Autonomic computing tries to manage the operation of individual pieces of IT 
infrastructure through the introduction of an autonomic manager.  

In autonomic management has autonomic control loop and it contains monitor, analyze, plan and execute 
components. The monitor network gathers data, filters and collates it as required, and then shows it to the 
analyze component, which seeks to understand the data and determine if the managed element is acting as 
desired. The plan component takes the data and determines if action should be taken to reconfigure the managed 
element. The execute component translates the planned actions into a set of configuration commands that can 
be applied to the managed element [10]. 

o Self-Organizing Networks 
Self-organizing network(SON), which is able to decrease human impact in networking processes, was proposed 
to decrease the operational expenditures(OPEX) for network service providers in future network systems. In 
contrast to autonomic networking, the concept of Self Organizing Network (SON) firstly is implemented to the 
management and control of cellular networks. SON functionalities for Operation and Maintenance (O&M) 
procedures are classified into three basic categories, namely (i) self/configuration, (ii) self/optimization, and 
(iii) self/healing [9].  

 Self-Configuration 
Automated configuration of components and systems follows high-level policies.  Self-configuration is the 
capability of reconfiguring automatically and dynamically in response to changes. Removing, installing, 
integrating, and composing/decomposing are the element of self-configuration. 

 Self-Optimisation 
Components and systems continually pursue opportunities to develop their own performance and efficiency. 
Self-optimization embraces all the set of mechanisms which optimize the network parameters during operation, 
based on measurements received from the network.  

 Self-Healing 
System automatically detects, diagnoses, and repairs localized software and hardware problems. Fault 
management should be simplified and automated via information correlation mechanisms.  

 

4. APPROACH 
We planned using intelligent methods to improve autonomous networks with self-x mechanisms. We 
implement methods on Routing, traffic classification, Flow clustering, intrusion detection, load balancing, Fault 
detection, quality of experience (QoE) optimization, admission control, resource allocation   in a testbed. We 
are planning using Machine learning methods such as supervised, unsupervised and reinforcement learning 
techniques for autonomic SDN.  
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o Testbed 
The testbed is established on virtual Mininet simulation platform using Linux Ubuntu operating system. POX 
controller platform is designated as controller. Ass shown in Figure 2, simulation platform is implemented edge 
switches. 

 

Figure 2 Screenshot of Testbed 

5. CONCLUSION 
In this paper, we indicate the importance of software defined networks and autonomous network management. 
With the significance of managing networks without human interventions, improving autonomic network 
management in SDN become indispensable. Meanwhile, we spotlighted the development on self-organizing 
networks that improves cellular networks. A special attention should be paid to devise computationally efficient 
and trustable machine learning driven network management operations. In the future, we hope that further 
investigations and profound analysis could be led  and a simulation of a model is also vital to prove our 
approach. 
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The Developed FEA-Based Program for 
Planar Static Analysis with a Special 12x12 

Rectangular Element 
Ragib Sabah1, Namik Kemal Oztorun2, Baris Sayin3 

Abstract 
There are many widely used structural programs to calculate static loads' effect on buildings, meanwhile, 
a set of calculations’ assumptions are used as a basis of these programs. These assumptions may lead to 
unreal structural calculations and behaviors. One of the most important assumptions is the stiffness matrix 
of shear walls which is only composed of 8x8 elements ignoring the rotational stiffness values. In this study, 
a computational program based on the finite element method was developed using FORTRAN 
programming language to study the effect of static loads on planar structures. This program is called 
YAY2020. In the developed program, a special rectangular elements’ stiffness matrix formulation with 
12x12 will be used to consider rotational deformations of the share wall elements. The correctness of this 
formulation has been proven by comparing it with Timoshenko beam analytical analysis. The 
aforementioned formulation was not in the literature until recently introduced by Oztorun. All results 
obtained by YAY2020 will be compared with the commonly used SAP2000 software. 

Keywords: FORTRAN, Finite element analysis (FEA), 12x12 Stiffness matrix, Planar static analysis, 
Structural analysis software, Timoshenko Cantilever Beam 

1. INTRODUCTION 
The calculation and analysis of exact loads affecting buildings is the most important part of the construction 
process because even if the structures are constructed correctly and there were structural analysis errors, results 
will be significantly reflected later causing economic and human losses. The scientific development witnessed 
in recent years accompanying the rapid development of programming and computer sciences have revealed a 
set of programs that have reduced the structural analysis calculation burdens and errors, but how are the 
assumptions used in these programs are correct and accurate. Therefore, the mechanism of each program must 
be understood and monitored before getting started using it, and always seek to develop these programs to 
access accurate analysis results. 

Oztorun [1, 2] presented a formulation of the rectangular stress element. This formulation has three degrees of 
freedom at each rectangular stress element’s nodes. This feature distinguished Oztorun formulation from the 
previous stress element formula that has only two degrees of freedom in each element node. With this 
formulation, 12×12 rectangular stress element stiffness matrices can be calculated. Wilson [3-6] wrote the first 
automated finite element structural analysis computer programs known as CAL family of programs. These 
programs were greatly successful and gave accurate results. In 1975 under the Computers and Structures Inc. 
firm's platform, he played a role in the development of structure programs such as SAP2000, SAFE and 
ETABS. In these programs, shear-wall stiffness matrices contain only 8x8 elements with no rotational stiffness 
values. Bathe [7, 8] was one of the pioneers in the field of finite element analysis and its applications. He 
worked with Wilson together to develop finite element analysis in structures. He wrote a book called "Finite 
Element Procedures" to explain the detailed procedure of finite element analysis. Turner [9] presented a set of 
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arithmetic formulations for triangular and rectangular stress elements, but in these formulations, the rotational 
stiffness values were neglected. Griffiths [10] presented a stiffness matrix of the four-node quadrilateral element 
in the closed-form this quadrilateral element had just 8x8 stiffness matrix elements. Oztorun and others [11, 
12] performed static and modal analyzes of a bridge using the GP-DYNA computer program developed by E. 
Oztorun in his doctoral thesis. As a result of the analyses, the first findings revealed that the bridge piers were 
strained under the effects of horizontal earthquakes, that piers and horizontal elements could be strained under 
vertical effects at frequencies close to the frequencies that cause the horizontal oscillations of the bridge piers; 
stated that this situation may be a collapse reason of a system. 

In this study, a program based on the finite element method will be coded by the FORTRAN compiler [13, 14] 
to find the response of known geometry planar structures under static loads. The program will be called 
YAY2020. In principle, YAY2020 program calculates the system stiffness matrix by calculating and 
superposing the stiffness matrices of each system's element separately. The distinctive feature of this program, 
its uses of a special rectangular element formulation that add the perpendicular rotational stiffness values in the 
calculation of shear-wall elements’ stiffness matrices with real and full-size 12×12 stiffness matrix elements. 
This aforementioned formulation was developed by Oztorun [1, 2]; the accuracy of this formulation had been 
proved by comparing it with the analytical solution presented by Timoshenko and Goodier [15]. The results of 
the YAY2020 program will be compared to commonly use finite element structural programs like SAP2000. 
In light of these features, this study aims to contribute to the literature by providing a program having more 
realistic structure analysis calculation methods than current programs. 

2. MATERIALS AND METHODS 
In this section, methods and formulations used in YAY2020 program will be explained. 

o Frame Elements Stiffness Matrix 
Figure 1 shows a planar frame element with two nodes (i and j nodes) and three degrees of freedom in each 
node's ending. The axis across through i and j nodes is called the local x-axis and the perpendicular to the local 
x-axis is called the local y-axis, and these two axes formed the local coordinate system of the element. Frame 
element includes the properties of both beam element and truss element. Therefore, the stiffness matrix of the 
frame element can be written as Eq.1. [3, 8] 

 
Figure 1. Planar frame element 
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 (1) 

The stiffness matrix written in the Eq.1 is in the local coordinates of the element. For structural analysis, a 
planar transformation matrix should be used to transfer from the local coordinate system of the element to the 
global coordinate system of the structure. The planar transformation matrix is given in Eq.2. [3, 8] 
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Here; 

𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃) =  𝑋𝑋𝑗𝑗−𝑋𝑋𝑖𝑖
𝐿𝐿

  (3) 

𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃) =  𝑌𝑌𝑗𝑗−𝑌𝑌𝑖𝑖
𝐿𝐿

  (4) 

𝐿𝐿: Element length 
The frame element global stiffness matrix can be obtained by multiplying the transpose of the transformation 
matrix by the element local stiffness matrix and then multiplied by the transformation matrix itself again, as 
written in Eq.5. 

𝐾𝐾𝑒𝑒.𝑔𝑔.
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = [𝑅𝑅𝑇𝑇]. �𝐾𝐾𝑒𝑒.𝑙𝑙.

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�. [𝑅𝑅] (5) 

Here, 
𝐾𝐾𝑒𝑒.𝑔𝑔.
frame: Frame element global stiffness matrix. 

𝑅𝑅𝑇𝑇: Transpose of the transformation matrix. 
𝐾𝐾𝑒𝑒.𝑙𝑙.
frame: Frame element local stiffness matrix. 

o Shear Wall Elements Stiffness Matrix  
The rectangular element is used to analyse shear walls in YAY2020. Shear walls count as one rectangular 
element on each floor of the building. To analyse rectangular elements, degrees of freedom must be determined 
for each node of the rectangular. The plane stress element which is shown in Figure 2 has three degrees of 
freedom at each node (1 rotation and 2 displacements). This element doesn't exist in the literature even it's 
presented by Oztorun [1]. Meanwhile, the previous rectangular stress element used in structural programs had 
just two degrees of freedom in each node (2 displacements) with no rotation. The plane stress element stiffness 
matrix formulation is given in Table 1.  

.  
 

Figure 2. Generalized forces and displacements for finite plate elements for plane stress problems [1] 
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Table 7. Stiffness matrix of plane stress element [1] 

 
Parameters of the plane stress element stiffness matrix are given as follows: [1] 
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o Calculation of Joints Displacements, Support Reactions, and End Forces of Frame 
Elements 

Static analysis performed by YAY2020 follows the regular finite element solution method YAY2020 software 
superposing element load vector to create a system's general load vector. Combining the loads affect the degrees 
of freedom of each element, the local load vector of the elements is created. Using Hooke’s law which is given 
in Eq.6, unknown system joints displacements, support reactions, and end forces of frame elements can be 
calculated. 

𝐹𝐹(𝑛𝑛∗1)
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝐾𝐾(𝑛𝑛∗𝑛𝑛)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑈𝑈(𝑛𝑛∗1)
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (6) 
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Here, 𝑛𝑛 is the size of the system stiffness matrix and simultaneously the system degrees of freedom. 

3. RESULTS AND DISCUSSION 
In this section, two numerical examples of YAY2020 program will be given and compared with the SAP2000 
program. 

o Timoshenko Cantilever Beam 
Timoshenko cantilever beam as seen in Figure 3 shows a plate represented by a coarse mesh of 12 rectangular 
elements with a total vertical concentrated load of 1000N applied to the free edge nodes of the plate. The 
calculated values by YAY2020 program for u and v displacements in the x and y directions, respectively, are 
shown in Figure 3 adjacent to each node. In addition, the values shown in parentheses are analytical solutions 
for u and v displacements obtained by Timoshenko and Goodier from equations based on the classical theory 
of Elasticity. The plate element modulus of elasticity 𝐸𝐸 = 30 × 10 6𝑁𝑁/𝑐𝑐𝑐𝑐2, Poisson ratio ʋ =  1/3 and plate 
thickness 𝑡𝑡 = 0.1 𝑐𝑐𝑐𝑐. Figure 3 indicates that YAY2020 gives almost the same results as Timoshenko's 
analytical solution and the error ratio is on the order of 1%. Table 2 shows the results getting with YAY2020 
program is closer to Timoshenko's analytical solutions than Sap2000 with the same number of mashing 
elements. In the SAP2000, using more meshing element displacements results is getting closer to YAY2020 
and therefore getting closer to Timoshenko analytical solution. Some results in YAY2020 have a different 
signal from those of SAP2000 due to the sign notation used in the programs. 

 
Figure 3. Comparison of displacements (cm) calculated by YAY2020 and elasticity theory [shown in parentheses][1] 

Table 2. Joints displacements of Timoshenko beam calculated by YAY2020 and Sap2000  

SAP2000 - Joint displacements YAY2020 - Joint displacements 
Joint U1 U3 R2 Joint U1 U3 R2 
No cm cm Radius No cm cm Radius 
1 0 0 0 1 0 0 0 
2 0 0 0 2 0 0 0 
3 0 0 0 3 0 0 0 
4 0 0 0 4 0 0 0 
5 8.01E-03 6.77E-03 4.87E-03 5 -7.78E-03 -6.66E-03 4.44E-03 
6 7.42E-03 2.14E-03 4.55E-03 6 -7.27E-03 -2.16E-03 4.67E-03 
7 7.42E-03 -2.14E-03 4.55E-03 7 -7.27E-03 2.16E-03 4.67E-03 
8 8.01E-03 -6.77E-03 4.87E-03 8 -7.78E-03 6.66E-03 4.44E-03 
9 2.72E-02 1.18E-02 7.96E-03 9 -2.67E-02 -1.16E-02 7.87E-03 
10 2.70E-02 3.91E-03 8.01E-03 10 -2.64E-02 -3.82E-03 7.89E-03 
11 2.70E-02 -3.91E-03 8.01E-03 11 -2.64E-02 3.82E-03 7.89E-03 
12 2.72E-02 -1.18E-02 7.96E-03 12 -2.67E-02 1.16E-02 7.87E-03 
13 5.46E-02 1.48E-02 1.02E-02 13 -5.36E-02 -1.46E-02 9.88E-03 
14 5.45E-02 4.85E-03 9.91E-03 14 -5.34E-02 -4.81E-03 9.85E-03 
15 5.45E-02 -4.85E-03 9.91E-03 15 -5.34E-02 4.81E-03 9.85E-03 
16 5.46E-02 -1.48E-02 1.02E-02 16 -5.36E-02 1.46E-02 9.88E-03 
17 8.61E-02 1.58E-02 1.07E-02 17 -8.48E-02 -1.57E-02 1.10E-02 
18 8.60E-02 5.23E-03 1.07E-02 18 -8.44E-02 -5.13E-03 1.04E-02 
19 8.60E-02 -5.23E-03 1.07E-02 19 -8.44E-02 5.13E-03 1.04E-02 
20 8.61E-02 -1.58E-02 1.07E-02 20 -8.48E-02 1.57E-02 1.10E-02 
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o Shear Wall-Frame Structure 
To compare the shear wall-frame structure of the YAY2020 program with Sap2000, a 3-storey 4-span system 
is taken as shown in Figure 4. All Storey heights are ℎ = 350 𝑐𝑐𝑐𝑐 and span distances 𝐿𝐿 = 300 𝑐𝑐𝑐𝑐. Shear walls 
are located between the 3rd and 4th axes in the x-direction. All Frame elements are square in shape and have 
the same material properties. Frame elements cross-sectional area 𝐴𝐴 = 2500 𝑐𝑐𝑐𝑐2, Modulus of elasticity 𝐸𝐸 =
13025000 𝑁𝑁/𝑐𝑐𝑐𝑐2, a moment of inertia 𝐼𝐼 = 520833.33 𝑐𝑐𝑐𝑐4 and mass per unit volume 𝜌𝜌 = 0.00025 𝑘𝑘𝑘𝑘/𝑐𝑐𝑐𝑐3. 
Shear wall elements have the same modulus of elasticity and mass per unit volume as frame elements. Shear 
wall elements thickness 𝑡𝑡 = 50 𝑐𝑐𝑐𝑐 and Poisson ratio ʋ = 0.2. 1000 𝑁𝑁 single loads applied on the top-left and 
top-right points of the structure.  

 
Figure 4. Shear Wall-Frame Structure 

System joints deformations values obtained with YAY2020 compared with SAP2000 are given in Table 3. 
Some results in YAY2020 have a different signal from the SAP2000 results due to the sign notation used in the 
programs. System support reactions are given in Table 4. Selected five columns' and beams' end forces 
calculated by YAY2020 and SAP2000 are given in Tables 5 and 6. 

Table 3. Joints displacements of Shear Wall-Frame Structure by YAY2020 and Sap2000  

SAP2000 - Joint displacements YAY2020 - Joint displacements 
Joint U1 U3 R2 Joint U1 U3 R2 
No cm cm Radius No cm cm Radius 
1 0 0 0 1 0 0 0 
2 0 0 0 2 0 0 0 
3 0 0 0 3 0 0 0 
4 0 0 0 4 0 0 0 
5 0 0 0 5 0 0 0 
6 1.96E-04 1.50E-05 6.40E-07 6 1.88E-04 1.48E-05 -6.15E-07 
7 1.95E-04 1.90E-05 2.09E-07 7 1.87E-04 1.93E-05 -1.82E-07 
8 1.91E-04 1.39E-04 9.28E-07 8 1.84E-04 1.33E-04 -9.35E-07 
9 1.91E-04 -1.38E-04 9.31E-07 9 1.83E-04 -1.33E-04 -9.35E-07 
10 1.93E-04 -3.40E-05 3.77E-07 10 1.85E-04 -3.53E-05 -3.46E-07 
11 6.26E-04 2.50E-05 1.03E-06 11 6.00E-04 2.57E-05 -9.83E-07 
12 6.24E-04 3.30E-05 3.97E-07 12 5.98E-04 3.35E-05 -3.61E-07 
13 6.20E-04 2.06E-04 1.37E-06 13 5.94E-04 1.96E-04 -1.33E-06 
14 6.20E-04 -2.05E-04 1.36E-06 14 5.94E-04 -1.95E-04 -1.33E-06 
15 6.22E-04 -6.00E-05 7.34E-07 15 5.96E-04 -6.12E-05 -6.95E-07 
16 1.20E-03 2.90E-05 8.82E-07 16 1.14E-03 2.97E-05 -8.44E-07 
17 1.16E-03 4.00E-05 -6.83E-08 17 1.11E-03 4.09E-05 8.85E-08 
18 1.14E-03 2.20E-04 1.41E-06 18 1.09E-03 2.07E-04 -1.34E-06 
19 1.14E-03 -2.19E-04 1.43E-06 19 1.09E-03 -2.08E-04 -1.37E-06 
20 1.17E-03 -7.10E-05 1.67E-07 20 1.12E-03 -7.29E-05 -1.41E-07 

Table 4. Support reactions of Shear Wall-Frame Structure by YAY2020 and Sap2000  
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SAP2000 - Support reactions YAY2020 - Support reactions 

Joint F1 F2 M2 Joint F1 F2 M2 
No cm cm N-cm No N N N-cm 
1 -36.69 -331.28 -9446.43 1 -37.3408 -337.14 9445.47 
2 -69.26 -425.07 -13110.66 2 -72.0459 -437.871 13470 
3 -921.3 -3867.53 -59314.1 3 -915.959 -4627.6 -65504.4 
4 -917.18 3842.16 -58652.07 4 -916.836 4600.8 -64137.4 
5 -55.58 781.72 -11509.42 5 -57.8184 801.811 11753.8 

 

 

Table 5. Selected five columns' end forces calculated of Shear Wall-Frame Structure by YAY2020 and Sap2000  

Column 
YAY2020 - Column end forces SAP2000 - Column end forces 
i end j end i end j end 

P V2 M3 P V2 M3 P V2 M3 P V2 M3 
No N N N-cm N N N-cm N N N-cm N N N-cm 
1 -337.14 37.34 9445.47 337.14 -37.34 3623.81 331.28 36.69 9446.43 331.28 36.69 -3393.52 
3 801.81 57.82 11753.80 -801.81 -57.82 8482.65 -781.72 55.58 11509.42 -781.72 55.58 -7942.00 
5 -321.95 146.50 26485.00 321.95 -146.50 24790.60 316.64 141.61 25669.83 316.64 141.61 -23893.73 
7 -91.67 104.23 17582.50 91.67 -104.23 18899.30 90.64 103.66 17438.36 90.64 103.66 -18844.01 
9 266.45 174.46 27904.40 -266.45 -174.46 33155.50 -263.86 171.06 27251.77 -263.86 171.06 -32619.40 

Table 6. Selected five beams' end forces calculated of Shear Wall-Frame Structure by YAY2020 and Sap2000 

Beam 
YAY2020 - Beam end forces SAP2000 - Beam end forces 

i end j end i end j end 
P V2 M3 P V2 M3 P V2 M3 P V2 M3 

No N N N-cm N N N-cm N N N-cm N N N-cm 
1 23.91 -91.30 -16084.80 -23.91 91.30 -11304.10 -23.71 89.60 15815.36 -23.71 89.60 -11064.86 
3 -48.39 -213.19 -35232.20 48.39 213.19 -28723.60 47.19 204.53 33741.36 47.19 204.53 -27618.59 
5 111.91 -306.86 -40670.80 -111.91 306.86 -51387.00 -112.63 298.83 39456.15 -112.63 298.83 -50193.37 
7 895.77 -91.67 -18899.30 -895.77 91.67 -8602.10 -896.34 90.64 18844.01 -896.34 90.64 -8346.82 
9 -825.54 -266.45 -46779.80 825.54 266.45 -33155.50 828.94 263.86 46537.54 828.94 263.86 -32619.40 

4. CONCLUSIONS 
Frame elements give roughly the same results in both Sap2000 and YAY2020 because of formulas used in 
these programs are close to each other. 

In rectangular elements (which are used in shear-wall elements), in Sap2000 if only the plane stress element is 
used, the rotation values will be neglected, resulting in unreal element behavior. In the rectangular element 
formulation which used in YAY2020 program, the lateral and vertical displacements in addition to the rotation 
of element joints can be calculated. This formulation is closer to the real element behavior. 

To obtain the real behavior of the rectangular element in Sap2000, it is necessary to use a large number of 
meshing shell elements instead of using a plane stress element. However, this takes a long time to analyze the 
system and increases the computational burden. 
YAY2020 rectangular elements analysis results are closer to Timoshenko's analytical solution than those 
obtained with Sap2000. 

In the calculation of support reactions and end forces of elements, both YAY2020 and SAP2000 give close 
results. However, some results show different signs because of the sign notation acceptance of the used 
formulation. 
The results of joints deformations in YAY2020 program are lower than those of SAP2000 because the stiffness 
matrix in YAY2020 program is bigger than the other used in SAP2000. 
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The Developed FEA-Based Program for 
Planar Dynamic Analysis with a Special 12x12 

Rectangular Element 
Ragib Sabah1, Namik Kemal Oztorun2, Baris Sayin3 

Abstract 
There are several widely used structural softwares to analyze buildings under dynamic loads, but many of 
these programs use arithmetic formulations to calculate the mass and stiffness matrices of shear walls with 
only 8x8 elements that ignore the rotational mass and stiffness values. Also, during the dynamic analysis, 
a system diagonal mass matrix containing only elements in the x and y directions is used. The previously 
mentioned calculation assumptions may lead to unrealistic structural calculations besides these 
assumptions should be replaced by more realistic calculation formulas and methods. In this paper, a two-
part FEA computational program was developed to provide actual structural dynamic analysis. The first 
part of the program is called YAY2020-Static encoded by FORTRAN compiler and the second one is called 
YAY-Dynamic encoded by MATLAB interpreter. In YAY2020 program, a special rectangular element 
formula with 12x12 elements and three degrees of freedom at each element’s nodes is used to calculate 
shear wall mass and stiffness matrices to obtain system full-size stiffness and mass matrices that contain 
both diagonal and non-diagonal elements. Results obtained using YAY2020 software will be compared with 
some structural analysis techniques such as shear building and wide column, to study the feasibility of 
using these techniques. All obtained results by YAY2020 will be compared with the commonly use FEA 
structure software SAP2000. 

Keywords: Dynamic analysis software, FORTRAN, Finite element analysis (FEA), 12x12 Mass matrix, 
Shear building, Wide column 

1. INTRODUCTION 
Turkey is one of the countries which settled in a strong seismic active location due to the presence of many 
seismic faults. These seismic movements cause significant physical and economic damages to building 
elements, which leads to catastrophic damage and loss of life. Dynamic loads are the most important factors 
causing structural collapse. Although many dynamic loads such as wind and blast loads may cause significant 
damage to buildings, earthquakes effect are the most dangerous dynamic load that structures are exposed to, 
because earthquakes not only affect a single building such blast loads but also affect a large scale, causing 
damage to entire cities and to many buildings at the same time. 

Oztorun [1, 2] started his works on finite element methods in the structural engineering field, in 2006 presented 
the first rectangular stress elements with 12×12 matrix elements adding rotational values and the mass matrix 
with real and full diagonal and non-diagonal values. Wilson [3-7] introduced a set of finite element structural 
analysis programs which called CAL programs. In 1975 his studies were considered bases for many programs 
such as SAP2000, SAFE, and ETABS. In these programs, shear-wall stiffness and mass matrices contain only 
8×8 elements with no stiffness and mass rotation values. So there is no rotation of the element in the vertical 
direction. The rotation and stress of the joints are calculated depending on the joint’s movement laterally or 
vertically. Bathe [7, 8] presented the detailed procedure of the finite element in his book "Finite Element 
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Procedures ". This book has been a reference for many researchers in the field. Newmark [9] developed the 
one-step integration method to solve structural dynamics problems under blast and seismic loads. For 60 years, 
Newmark's method has been applied in the dynamic analysis of many applications such as structures. Chopra 
[10] explained the procedures of structural dynamic analysis in his book “Dynamics of Structures: Theory and 
Applications to Earthquake Engineering”, with different methods of calculations. Oztorun and others [11, 12] 
made dynamic analyses of structural systems using the GP-DYNA computer program developed by Oztorun 
in his doctoral thesis; stated that current analysis methods may not provide sufficient assurance if vertical 
earthquake records are used. 

During calculating the effect of earthquakes on structures general system mass and stiffness matrices must be 
calculated. Many literature programs considered the mass matrix as a diagonal matrix, and the mass of each 
floor is the same in the x and y directions with no rotational mass values. Also in calculating mass and stiffness 
matrices of shear wall elements, literature programs calculate it as just a matrix with 8x8 elements ignoring the 
rotational values. In this study, a two-part computational program based on the finite element method will be 
encoded using the FORTRAN compiler and MATLAB interpreter to find the response of a planar structure 
with a known geometry under dynamic loads. This program is called YAY2020. In principle, FORTRAN 
encoded YAY2020-Static software calculates the mass and stiffness matrices for each of the system elements 
individually and superposing them together to get system general mass and stiffness matrices. Then these 
matrices will be used in dynamic calculation by YAY2020-Dynamic. The system mass and stiffness matrices 
computed in this study contain both diagonal and non-diagonal elements as well as 12x12 elements of shear 
walls mass and stiffness matrices. To achieve this special formulation is used to calculate the rotational degrees 
of the plate elements. This formula is developed by Oztorun [1-2], and the accuracy of this formulation had 
been proven and demonstrated by comparing it with Timoshenko and Goodier [2, 13] analytical solution. All 
results obtained by YAY2020 will be compared with widely used FEA software such as SAP2000. In light of 
these features, this study aims to present a program that has different and more realistic calculation methods 
than the existing ones. 

2. MATERIALS AND METHODS 
In this section, the YAY2020-Static and YAY2020-Dynamic mechanisms are introduced with an overview of 
used mathematical formulas. 

o Frame Elements Mass Matrix 
The frame element is shown in Figure 1. The element has two nodes (i and j) with three degrees of freedom at 
each end. The axis across from I to J is called the local x-axis and the perpendicular on the local x-axis is called 
the local y-axis these two axes formed the local coordinate system of the planar frame element. 

 
Figure 1. Planar frame element 

 
The element length 𝐿𝐿 is calculated as Eq.1. 

𝐿𝐿 =  ��𝑋𝑋𝑗𝑗 − 𝑋𝑋𝑖𝑖�
2 + �𝑌𝑌𝑗𝑗 − 𝑌𝑌𝑖𝑖�

2 (1) 

Frame element local mass matrix is written as Eq.2. [3, 8] 
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𝑀𝑀𝑒𝑒.𝑙𝑙.
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑊𝑊𝑊𝑊 1

420

⎣
⎢
⎢
⎢
⎢
⎡
140

 
 
 
 
 

       

0
156

 
 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 

       

0
22𝐿𝐿
4𝐿𝐿2

 
 
 

       

70
0
0

140
 
 

       

0
54

13𝐿𝐿
0

156
 

       

0
−13𝐿𝐿
−3𝐿𝐿2

0
−22𝐿𝐿

4𝐿𝐿2 ⎦
⎥
⎥
⎥
⎥
⎤

 (2) 

Where, 
A = cross-sectional area and W = mass density 
The mass matrix in Eq.2 is obtained for the local coordinates of the element. To transfer it to a global structure 
coordinate system a transformation matrix must be used. The planar transformation matrix is given in Eq.3. [3, 
8] 

𝑅𝑅 =

⎣
⎢
⎢
⎢
⎢
⎡
𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃)
−𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃)

0
0
0
0

       

𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃)
𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃)

0
0
0
0

       

0
0
1
0
0
0

       

0
0
0

𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃)
−𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃)

0

       

0
0
0

𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃)
𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃)

0

       

0
0
0
0
0
1⎦
⎥
⎥
⎥
⎥
⎤

 (3) 

Here; 

𝐶𝐶𝐶𝐶𝐶𝐶(𝜃𝜃) =  𝑋𝑋𝑗𝑗−𝑋𝑋𝑖𝑖
𝐿𝐿

  (4) 

𝑆𝑆𝑆𝑆𝑆𝑆(𝜃𝜃) =  𝑌𝑌𝑗𝑗−𝑌𝑌𝑖𝑖
𝐿𝐿

  (5) 

The global frame element mass matrix is obtained by multiplying the transpose of the transformation matrix by 
the local mass matrix and then multiplies the result by the transformation matrix itself, as given in Eq.6. 

𝑀𝑀𝑒𝑒.𝑔𝑔.
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = [𝑅𝑅𝑇𝑇]. �𝑀𝑀𝑒𝑒.𝑙𝑙.

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�. [𝑅𝑅] (6) 

Here, 
𝑀𝑀𝑒𝑒.𝑔𝑔.
frame: Frame element global mass matrix. 

𝑅𝑅𝑇𝑇: Transposition of the transformation matrix. 
𝑀𝑀𝑒𝑒.𝑙𝑙.
frame: Frame element local mass matrix. 

o Shear Wall Elements Mass Matrix 
The shear wall element is analyzed as a rectangular stress element. A special formulation presented by Oztorun 
is used to analyze rectangular stress elements in YAY2020 program. Figure 2 shows the plane stress rectangular 
element with four nodes and three degrees of freedom at each node (1 rotation and 2 displacements). The plane 
stress element mass matrix is given in Table 1. 

 
 

Figure 2. Generalized forces and displacements for finite plate elements for plane stress problems [1] 

Table 8. Stiffness matrix of plane stress element [1] 
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Plane stress element mass matrix parameters are given as follows: [1] 

𝐾𝐾𝑆𝑆 =
𝜌𝜌𝑆𝑆. 𝑎𝑎. 𝑏𝑏. 𝑡𝑡𝑆𝑆
176400  

𝑀𝑀𝑆𝑆1,1 = 𝐾𝐾𝑆𝑆 . 21840 
𝑀𝑀𝑆𝑆1,6 = −𝐾𝐾𝑆𝑆 . 1540. 𝑏𝑏 
𝑀𝑀𝑆𝑆1,10 = 𝐾𝐾𝑆𝑆 . 3780 
𝑀𝑀𝑆𝑆2,6 = −𝐾𝐾𝑆𝑆 . 1820. 𝑎𝑎 
𝑀𝑀𝑆𝑆3,3 = 𝐾𝐾𝑆𝑆 . 560. (𝑎𝑎2 + 𝑏𝑏2) 
𝑀𝑀𝑆𝑆3,12 = −𝐾𝐾𝑆𝑆 . 210. (𝑎𝑎2 + 𝑏𝑏2) 
𝑀𝑀𝑆𝑆1,3 = −𝐾𝐾𝑆𝑆 . 3080. 𝑏𝑏 
𝑀𝑀𝑆𝑆1,7 = 𝐾𝐾𝑆𝑆 . 7560 

𝑀𝑀𝑆𝑆1,12 = 𝐾𝐾𝑆𝑆 . 910. 𝑏𝑏 
𝑀𝑀𝑆𝑆2,9 = 𝐾𝐾𝑆𝑆 . 1540. 𝑎𝑎 
𝑀𝑀𝑆𝑆3,6 = 𝐾𝐾𝑆𝑆 . 140. (−3𝑎𝑎2 + 2𝑏𝑏2) 
𝑀𝑀𝑆𝑆1,4 = 𝐾𝐾𝑆𝑆 . 10920 
𝑀𝑀𝑆𝑆1,9 = 𝐾𝐾𝑆𝑆 . 1820. 𝑏𝑏 
𝑀𝑀𝑆𝑆2,3 = 𝐾𝐾𝑆𝑆 . 3080 
𝑀𝑀𝑆𝑆2,12 = −𝐾𝐾𝑆𝑆 . 910. 𝑎𝑎 
𝑀𝑀𝑆𝑆3,9 = 𝐾𝐾𝑆𝑆 . 140. (2𝑎𝑎2 − 3𝑏𝑏2) 

o Equation of Motion of the Dynamical System 
The system has mass, stiffness, and damping and has movement in just u direction is called a single degree of 
freedom (Figure 3). According to Newton's second law of motion, the equation of motion of this system is 
written as Eq.7 [10]. 

 
Figure 3. Single degree of freedom system 

 

𝑚𝑚𝑢̈𝑢 +  𝑐𝑐𝑢̇𝑢 +  𝑘𝑘𝑘𝑘 = −𝑚𝑚𝑢̈𝑢𝑔𝑔  𝑜𝑜𝑜𝑜   𝑝𝑝(𝑡𝑡) (7) 

Where; 
𝑢𝑢 : Displacement vector 
𝑢̇𝑢 : Velocity vector 
𝑢̈𝑢 : Acceleration vector 
𝑢̈𝑢𝑔𝑔 : Ground motion acceleration vector (Earthquake data) 
𝑚𝑚 : System mass  
𝑘𝑘 : System stiffness 
𝑐𝑐 : System damping 
𝑝𝑝(𝑡𝑡): Dynamic load 

o Time History Analysis 
Time history analysis was performed in YAY2020 software using the Newmark method. Newmark method 
depends on numerical integration methods to solve Eq.7. In systems of multi-degree freedom, there is a mode 
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that corresponds to each degree of freedom. To consider these modes and study structure as a single part, the 
equation of motion should be written as Eq.8 [3-8, 10]. 

Ф𝑇𝑇𝑚𝑚Ф𝑞̈𝑞 +  Ф𝑇𝑇𝑐𝑐Ф𝑞̇𝑞 + Ф𝑇𝑇 𝑘𝑘Ф𝑞𝑞 = −Ф𝑇𝑇𝑚𝑚Ḭ𝑢̈𝑢𝑔𝑔(𝑡𝑡)     𝑜𝑜𝑜𝑜   Ф𝑇𝑇𝑝𝑝(𝑡𝑡) (8) 

Eq.8 can be written also as Eq.9. 

𝑀𝑀𝑞̈𝑞 +  𝐶𝐶𝑞̇𝑞 + 𝐾𝐾𝐾𝐾 = 𝐹𝐹(𝑡𝑡) (9) 

Here, 
𝑴𝑴: Modal mass matrix 
𝑲𝑲: Modal stiffness matrix 
𝑪𝑪: Modal damping matrix 
𝒒𝒒: Modal displacement vector 
Ḭ: The identity matrix equal in size with the system degree of freedom 
The modal matrices M, K, and C here are diagonal matrices. Meanwhile, m, k, and c system matrices have both 
diagonal and non-diagonal elements 
In the Newmark numerical calculation method, the displacement and velocity changes by the time ∆𝑡𝑡 according 
to Taylor's series are given in Eqs.10 and 11. 

𝑢𝑢𝑡𝑡 = 𝑢𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡2

2
𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡3

6
𝑢⃛𝑢𝑡𝑡−∆𝑡𝑡 + ⋯ (10) 

𝑢̇𝑢𝑡𝑡 = 𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡2

2
𝑢⃛𝑢𝑡𝑡−∆𝑡𝑡 + ⋯ (11) 

Newmark abbreviated Eq.10 and Eq.10 by using  𝛽𝛽 and 𝛾𝛾 Newmark constants as Eqs.12 and 13. 

𝑢𝑢𝑡𝑡 = 𝑢𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡2

2
𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + 𝛽𝛽∆𝑡𝑡3𝑢⃛𝑢𝑡𝑡−∆𝑡𝑡 (12) 

𝑢̇𝑢𝑡𝑡 = 𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + 𝛾𝛾∆𝑡𝑡2𝑢⃛𝑢𝑡𝑡−∆𝑡𝑡 (13) 

The acceleration equation can be written in Eq.14 assuming that the acceleration is linear in the time step. 

𝑢⃛𝑢𝑡𝑡 = (𝑢̈𝑢𝑡𝑡−𝑢̈𝑢𝑡𝑡−∆𝑡𝑡)
∆𝑡𝑡

 (14) 

If Eq.14 is written in Eq.12 and Eq.13 the standard form of Newmark equations is obtained as Eqs.15 and 16. 

𝑢𝑢𝑡𝑡 = 𝑢𝑢𝑡𝑡−∆𝑡𝑡 + ∆𝑡𝑡𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + (1
2
− 𝛽𝛽)∆𝑡𝑡2𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + 𝛽𝛽∆𝑡𝑡2𝑢̈𝑢𝑡𝑡 (15) 

𝑢̇𝑢𝑡𝑡 = 𝑢̇𝑢𝑡𝑡−∆𝑡𝑡 + (1 − 𝛾𝛾)∆𝑡𝑡𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 + 𝛾𝛾∆𝑡𝑡𝑢̈𝑢𝑡𝑡−∆𝑡𝑡 (16) 

Displacements, velocities, and accelerations of each node of the system are obtained by iteration of the last two 
equations by the time. 

o Shear Building Analysis 
The type of structure that is expected to move only horizontally under various static or dynamic loads without 
rotation of a horizontal section on the floor level is called Shear Building. It’s also a type of idealization of a 
building to resist only shear forces without any bending as shown in Figure 4. 

 
Figure 4. Shear building system example 
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This method is a quick method for determining the dominant period of structures. It is based on calculating the 
mass and stiffness of each floor separately and obtaining the general mass and stiffness matrices of the structure. 
The mass and stiffness matrices of a 5-storey shear structure like shown in Figure 4 are written as Eqs.17 and 
18, respectively [14]. 

𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠 =

⎣
⎢
⎢
⎢
⎡
𝑚𝑚1

0
0
0
0

       

0
𝑚𝑚2

0
0
0

       

0
0
𝑚𝑚3

0
0

       

0
0
0
𝑚𝑚4

0

       

0
0
0
0
𝑚𝑚5⎦
⎥
⎥
⎥
⎤
 (17) 

𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 =

⎣
⎢
⎢
⎢
⎡
𝑘𝑘1 + 𝑘𝑘2
−𝑘𝑘2

0
0
0

       

−𝑘𝑘2
𝑘𝑘2 + 𝑘𝑘3
−𝑘𝑘3

0
0

       

0
−𝑘𝑘3

𝑘𝑘3 + 𝑘𝑘4
−𝑘𝑘4

0

       

0
0
−𝑘𝑘4

𝑘𝑘4 + 𝑘𝑘5
−𝑘𝑘5

       

0
0
0
−𝑘𝑘5
𝑘𝑘5 ⎦
⎥
⎥
⎥
⎤
 (18) 

Here, 

𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠: System mass matrix 
𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠: System stiffness matrix 
𝑚𝑚𝑖𝑖: Total mass of i floor 
𝑘𝑘𝑖𝑖: Total stiffness of i floor 

o Wide Column Analysis 
A wide column is an easy method to analyze structure without using shear wall formulations. It depends on 
replacing the shear wall with a wide column that has the same rigidity and mass as the shear wall and places 
rigid beams at each floor level as shown in Figure 5. 

 
Figure 5. Wide column system example 

3. RESULTS AND DISCUSSION 
In this section, some examples will be solved dynamically using YAY2020 and compared with SAP2000. 

o Shear Wall-Frame Structure 
A 3-storey 4-span shear wall-frame structure is analyzed by YAY2020 (Figure 6). All storey heights are ℎ =
350 𝑐𝑐𝑐𝑐 and span distance 𝐿𝐿 = 300 𝑐𝑐𝑐𝑐. Shear walls are located between the 3rd and 4th axes. The properties 
of all frame elements are the same and they are square in shape. Frame elements cross sectional-area 𝐴𝐴 =
2500 𝑐𝑐𝑐𝑐2, Modulus of elasticity 𝐸𝐸 = 13025000 𝑁𝑁/𝑐𝑐𝑐𝑐2, a moment of inertia 𝐼𝐼 = 520833.33 𝑐𝑐𝑐𝑐4 and mass 
per unit volume 𝜌𝜌 = 0.00025 𝑘𝑘𝑘𝑘/𝑐𝑐𝑐𝑐3. Shear wall elements have the same modulus of elasticity and mass per 
unit volume of frame elements. Shear wall elements thickness 𝑡𝑡 = 50 𝑐𝑐𝑐𝑐 and Poisson ratio ʋ = 0.2. A 1000 𝑁𝑁 
single loads applied on the top-left and top-right points of the structure. Figure 7 shows the results of the time 
history analysis of the shear wall-frame structure as a displacement-time graph of joint 20 in x-direction under 
the Chūetsu 6.6 magnitude earthquake which happened in Japan in 2007. The obtained modal analysis result 
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by YAY2020 and Sap2000 are given in Table 2. The table shows that YAY2020 can find 45 modes meanwhile; 
the SAP2000 can just find 30 modes. 

 
Figure 6. Shear Wall-Frame Structure 

 
Figure 7. Shear wall-frame structure displacement-time graph 

Table 2. Modal analysis of the shear wall-frame structure 

SAP2000 – Modal analysis YAY2020 - Modal analysis 

Mode Period Frequency Angular 
frequency Eigenvalues Mode Period Frequency Angular 

frequency Eigenvalues 

No sec cyc/sec rad/sec rad2/sec2 No sec cyc/sec rad/sec rad2/sec2 
1 0.23965 4.17 26.22 687.40 1 0.2365 4.23 26.56 705.65 
2 0.06172 16.20 101.80 10363.00 2 0.0798 12.52 78.69 6191.98 
3 0.05064 19.75 124.09 15397.00 3 0.0554 18.06 113.45 12871.27 
4 0.04506 22.19 139.45 19446.00 4 0.0488 20.50 128.78 16583.93 
5 0.04456 22.44 141.01 19884.00 5 0.0415 24.11 151.47 22943.98 
6 0.04011 24.93 156.66 24543.00 6 0.0407 24.55 154.25 23794.06 
7 0.03809 26.26 164.97 27214.00 7 0.0392 25.54 160.45 25745.63 
8 0.03180 31.45 197.59 39040.00 8 0.0339 29.47 185.19 34296.32 
9 0.02797 35.75 224.64 50464.00 9 0.0327 30.63 192.44 37032.71 
10 0.02589 38.63 242.71 58910.00 10 0.0312 32.00 201.09 40436.20 
11 0.02038 49.06 308.24 95012.00 11 0.0306 32.65 205.15 42087.69 
12 0.01981 50.49 317.24 100640.00 12 0.0293 34.14 214.49 46007.44 
13 0.01924 51.99 326.64 106690.00 13 0.0254 39.32 247.06 61039.49 
14 0.01721 58.12 365.16 133340.00 14 0.0239 41.77 262.47 68888.93 
15 0.01717 58.25 365.99 133950.00 15 0.0223 44.82 281.64 79322.14 
16 0.01715 58.31 366.35 134220.00 16 0.0206 48.59 305.32 93219.59 
17 0.01605 62.30 391.42 153210.00 17 0.0192 52.08 327.24 107082.83 
18 0.01513 66.09 415.27 172450.00 18 0.0175 57.20 359.39 129157.94 
19 0.01470 68.01 427.32 182600.00 19 0.0170 58.82 369.58 136591.09 
20 0.01435 69.68 437.82 191680.00 20 0.0164 61.11 383.95 147418.32 
21 0.01432 69.85 438.85 192590.00 21 0.0146 68.61 431.06 185811.85 
22 0.01315 76.04 477.78 228270.00 22 0.0142 70.38 442.20 195536.48 
23 0.01285 77.80 488.82 238950.00 23 0.0137 72.90 458.03 209794.57 
24 0.01248 80.15 503.61 253630.00 24 0.0135 74.33 467.02 218111.60 
25 0.01247 80.18 503.79 253810.00 25 0.0127 78.71 494.52 244554.70 
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26 0.01197 83.54 524.89 275510.00 26 0.0127 79.05 496.68 246693.99 
27 0.01120 89.26 560.86 314560.00 27 0.0119 83.72 526.05 276732.32 
28 0.01105 90.50 568.64 323360.00 28 0.0112 89.25 560.75 314445.91 
29 0.00981 101.96 640.62 410400.00 29 0.0110 91.19 572.95 328270.69 
30 0.00859 116.48 731.88 535640.00 30 0.0104 96.59 606.92 368355.92 

     31 0.0103 96.81 608.31 370036.87 
     32 0.0097 102.68 645.13 416195.93 
     33 0.0090 110.94 697.06 485895.27 
     34 0.0085 117.96 741.16 549313.12 
     35 0.0083 120.35 756.16 571784.18 
     36 0.0075 134.11 842.62 710005.68 
     37 0.0072 138.05 867.40 752382.60 
     38 0.0066 152.30 956.93 915721.14 
     39 0.0059 168.39 1058.01 1119385.88 
     40 0.0051 196.84 1236.81 1529695.64 
     41 0.0050 200.00 1256.63 1579119.41 
     42 0.0048 206.24 1295.86 1679246.66 
     43 0.0048 208.54 1310.32 1716941.94 
     44 0.0043 230.93 1450.97 2105302.50 
     45 0.0033 300.63 1888.88 3567881.43 

o Period-Based Comparison of Shear Building and Wide Column 
A 5-story planar shear wall-frame system which is shown in Figure 4 adopted to study.  

Table 3. Period analysis-based comparison of the normal FEM, shear building, and wide column methods 

Mode 
number 

Normal FEM Wide Column Shear building 
YAY2020 SAP2000 YAY2020 SAP2000 YAY2020 SAP2000 

1 0.48545 0.49573 0.47530 0.50270 0.50559 0.51791 
2 0.13537 0.12554 0.11294 0.12730 0.17419 0.17843 
3 0.10084 0.07821 0.07723 0.07825 0.11179 0.11452 
4 0.07569 0.07005 0.06807 0.07022 0.08861 0.09077 
5 0.06379 0.06517 0.06001 0.06517 0.07951 0.08145 
6 0.06220 0.06092 0.05429 0.06076   
7 0.05564 0.05791 0.04881 0.06001   
8 0.04458 0.04064 0.03564 0.04266   
9 0.03848 0.03692 0.03460 0.03779   
10 0.03543 0.03243 0.03135 0.03150   

Max. mode No.  75 50 60 40 5 5 
All floors' height is 350 cm. All elements Modulus of elasticity = 3180098.312 𝑁𝑁/𝑐𝑐𝑐𝑐2 , Poisson ratio ʋ =
0.2 and unit volume mass of concrete 𝜌𝜌 = 0.00025 𝑘𝑘𝑘𝑘/𝑐𝑐𝑐𝑐3. All frame elements cross sectional-area 𝐴𝐴 =
2500 𝑐𝑐𝑐𝑐2 and moment of inertia = 520833.33 𝑐𝑐𝑐𝑐4 . Table 3 comparing the first system 10 periods calculated 
with normal FEM, wide column, and shear building analyzing methods. 

4. CONCLUSIONS 
In the modal analysis, YAY2020 can find more modes than SAP2000. Since SAP2000 isn't added the angular 
rotation perpendicular to the plate into the calculation of shear wall stiffness and mass matrices and the system 
mass matrix has just diagonal elements. These reasons decreased the degree of freedom of the system causing 
decreased mode's number. 
The displacement values calculated by YAY2020 are lower than those calculated by SAP2000 because 
YAY2020 uses a full stiffness matrix, which a little bit increased the rigidity of the structure.  
The modal analysis values obtained using a wide column are close to the values obtained using a regular shear 
wall. Because the wide column and shear building have the same mass and stiffness values. So, building mass 
and stiffness matrices are preserved as a whole. 
Shear building analysis quickly gives the dominant period of the structure and this value is close to the real 
one. 
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Abstract 
 

Sparse matrix converter (SMC) is a direct AC-to-AC power electronic converter which does not contain 
any storage elements. SMC has an indirect topology in which there are both rectification and inversion 
stages with a fictitious DC link between them. This arrangement greatly reduces the size of the converter 
and increases reliability. Due to these advantages, SMC is used in AC drives, marine thrust systems, 
aerospace industry, renewable energy applications and more. In SMC, the input is directly connected to 
the output via a set of bidirectional power semiconductor switches. The input and output of the SMC often 
contains a filter to attenuate harmonic content. The output voltage magnitude and frequency can be 
controlled using a proper switching modulation scheme. In this work, after a short theoretical introduction 
to matrix converters, a three-phase SMC is modelled and simulated under different operating conditions. 
An LCL filter is adapted to the output. IGBT is chosen as the power semiconductor switch in rectifier and 
inverter stages which are controlled by sinusoidal pulse width modulation technique. It is verified by 
simulation cases that the designed SMC is able to operate without a storage element at the fictitious DC 
link under different switching frequencies and different amplitude and gain selections for rectifier and 
inverter stages. The switching frequency can be adjustable in the range between 20-50 kHz. It is also shown 
that the required SMC output voltage can be attained by varying the amplitude and gain of the rectifier and 
inverter.  
 
Keywords: Sparse matrix converter, indirect matrix converter, AC-to-AC power conversion, simulation. 

 
1. INTRODUCTION 
There is a converter arrangement for a direct AC-to-AC power conversion in the literature without intermediate 
power transformation to the DC form. This adaptation enables the control of voltage and frequency at the output 
of the converter from a fixed input AC voltage. The control of the phase angle of the output voltage is also 
possible in such an arrangement. Such a converter is called as “matrix converter” (MC). The MC can be 
classified as “single-stage” or “double-stage” topology. In single-stage MC topology, there is no DC link 
between input and output and the required AC output voltage can be obtained without any DC power conversion 
process. This configuration is also called as “direct power conversion”. In double-stage MC topology, there are 
rectifier and inverter stages in the topology. This configuration is also called as “indirect power conversion” 
[1], [2]. There is a fictitious DC link between them. However, the DC link contains no storage element such as 
capacitor or inductor which is bulky and heavy. The use of a real DC-link with a storage element used in 
classical AC-DC-AC power conversion is eliminated in MC topology due to the utilization of the bidirectional 
switches. The lack of the energy storage component is a great advantage for MC topology over other converter 
types. Since, this property ensures a compact circuit design, thus making the system lighter and more reliable 
to operate. However, the control is complicated when compared to classical AC-DC-AC power converters. The 
control algorithms of the rectifier and inverter stages should be synchronized to each other. In indirect MC 
topology, the rectifier stage first converts the input AC voltage into DC form. The inverter stage is fed from the 
fictitious DC-link voltage to generate controllable voltage at its output. MCs can be designed as single-phase 
or three-phase topology. Early MC studies relied on the thyristor technology as the bidirectional power 
semiconductor switch [3], [4]. However, thyristors require externally forced commutation circuits which 
increases the size and cost of the system. But after the development of the transistor technology, transistors are 
continuously being used instead of thyristors as the bidirectional power semiconductor switch in many fields 
[5], [6]. The real work to develop the MC in its modern form began with the publication of Venturini and 
Alesina, who were the first to introduce the name known as MC [7], [8]. These authors introduced the MC 
power circuit containing the transistors as the bidirectional power switch. One of their contributions is to 
describe the low-frequency behavior of the MC using a mathematical analysis. They introduced the concept of 
low-frequency modulation matrix. Furthermore, the direct transfer function approach was recognized in which 
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the output voltage was gained by multiplying the modulation matrix by the input voltage. Bidirectional switches 
are the main components of the MC. Each switch is an electronic switch made of power semiconductors. These 
switches are arranged in a controlled manner to generate an output voltage with controllable magnitude, phase 
angle, and frequency at the stage output. In MC, the input current can be controlled regardless of the load so 
the input power factor can be adjustable. With this property, unity power factor condition can be established at 
the MC input which aids reactive power control in the power system to where MC is connected. MCs can also 
operate at high temperatures. All these aforementioned advantages make the MC a desirable converter choice 
in many fields of applications, such as, aerospace industry [9], [10], marine propulsion industry, variable speed 
AC drives [11], [12], embedded systems, military industry, and renewable energy systems especially based on 
wind energy [13], [14]. MC has become important in recent years in the field of wind energy conversion 
applications due to increasing research on it. Despite many advantages, MC has also downsides. For instance, 
they lack of fully controlled bilateral switches. Also, MC must operate at high frequencies which increase the 
switching losses. Moreover, the voltage ratio of the MC is limited. Many researches have emerged to reduce 
the number of switches in the MC, thus makes it easier to control [15]. There is a relationship between indirect 
MC and the modulation function, produced from the concept of direct MC topology. The advantage of this 
arrangement minimizes the number of switches being employed in the MC topology. For example, when the 
switch is removed from each phase in the rectifier stage, the number of switches will be equal to 15 instead of 
18 in direct MC topology [2], [16]. With the reduced number of switches, it becomes possible to improve the 
zero DC-link current commutation scheme [17]. Moreover, the control algorithm becomes much easier as well 
as the resulting losses will reasonably be acceptable. Studies on indirect MC topology has received great 
attention in recent years. Several topologies and control methods have been proposed. These are included in 
sparse MC (SMC) family which has newer technology when compared to direct MC topology [16], [18]. As 
shown, the indirect MC topology has four subtypes. These are SMC, very sparse matrix converter (VSMC), 
ultra-sparse matrix converter (USMC), and inverting link matrix converter (ILMC) topology. In this study, a 
three-phase SMC is modelled and simulated under different operating conditions. It is fed from a constant three-
phase voltage source. It is shown by simulation cases that the power semiconductor switches can be switched 
in the range between 20-50 kHz and SMC output voltage can be controlled by changing the amplitude and gain 
of the rectifier and inverter.  

2. MATHEMATICAL MODEL OF INDIRECT MC 
The indirect MC topology also known as “double stage topology” was developed in the early 2000s as a 
substitution to the direct MC topology. The power circuit of a three-phase indirect MC is shown in Figure 1. 
There are rectifier and inverter stages in this topology. The first stage is the rectifier stage which contains six 
bidirectional power semiconductor switches. Each switch is the combination of two power semiconductor 
switches (IGBT, IGCT or MOSFET) with anti-parallel diode connection. These switches can be either in 
common-emitter or common collector configuration. The rectifier stage generates a DC voltage at its output 
from a constant AC voltage at its input. The rectifier stage is connected to the second stage which is known as 
inverter stage through a fictitious DC link without any storage element such as capacitor or inductor. The 
inverter is actually a six-pulse two-level inverter consisting of six power semiconductor switches such as IGBT, 
IGCT or MOSFET. The inverter generates a controllable three-phase voltage at its output. The magnitude, 
phase angle, and the frequency of the output voltage can be controlled with a control algorithm and a switching 
modulation scheme. Equation (1) shows the connection matrix of the rectifier stage 𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟, where 𝑆𝑆𝑥𝑥 represents 
the state of each power electronic switch available at the phase-x. 𝑆𝑆 = 1 means that the switch is turned on, 
while 𝑆𝑆 = 0 means that the switch is turned off. The notation 𝑆𝑆′ denotes the reciprocal state of the respected 
switch. In time of switching for both cells, one switch is always closed [19]. The necessary conditions for the 
switches in the rectifier stage are expressed in Equation (2). The voltage and current relations that represent the 
rectifier operation of the indirect MC are expressed in Equation (3) and (4), respectively. 𝑣𝑣𝑝𝑝 and 𝑣𝑣0 represent 
respectively the voltage of two points represented in Figure 1, 𝑣𝑣𝐴𝐴,𝑣𝑣𝐵𝐵, 𝑣𝑣𝑐𝑐 are the phase voltages of the input 
side, 𝑖𝑖𝐴𝐴, 𝑖𝑖𝐵𝐵, 𝑖𝑖𝑐𝑐 are the phase input currents and 𝑖𝑖𝑑𝑑𝑑𝑑 is the DC current flowing from rectifier stage to inverter 
stage. The connection matrix of the inverter stage is shown in Equation (5). The necessary conditions for the 
switches in the inverter stage are expressed in Equation (6). The voltage and current relations that represent the 
inverter operation of the indirect MC are expressed in Equation (7) and (8), respectively. The matrix [𝑆𝑆𝐷𝐷𝐷𝐷] 
expressed in Equation (9) is the connection matrix of the indirect MC, which is resulted from the multiplication 
of the connection matrices of the rectifier and inverter stages. 
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Figure 1. The power circuit of a three-phase indirect MC 
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3. DESCRIPTION OF SMC 
Figure 2 illustrates the power circuit of a three-phase SMC. The rectifier stage of the SMC is the first part that 
is powered by a three-phase voltage source at the input. Each phase of the rectifier contains three forced 
commutated power semiconductor switches such as IGBT and two diodes. One of the IGBTs does not contain 
anti-parallel diode. The output of the rectifier stage is connected to the input of the inverter stage. The inverter 
stage is a three-phase two-level voltage source inverter having a total of six forced commutated power 
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semiconductor switches such as IGBT with anti-parallel diode connection with each. The fictitious DC link 
without any storage element is between the rectifier and inverter stages. A fictitious DC voltage is produced 
by the rectifier stage. When a load is connected to the SMC output, a DC current flows from the rectifier to 
the inverter stage through fictitious DC link. To minimize the harmonic content at the input or output or both, 
a filter can be added at the input and output of the SMC. By this way, a low harmonic sinusoidal voltage can 
be generated at the SMC output and the input current harmonics are greatly minimized. Due to the absence of 
a DC power storage component at the fictitious DC link, a synchronization process must take place between 
the switching modulation schemes of the rectifier and inverter stages. This step is necessary to balance the 
system with the sinusoidal current. 
 

 
Figure 2. The power circuit of a three-phase SMC 

4. SMC CONTROL 
Different control strategies can be used in the SMC topology. The sinusoidal pulse width modulation (SPWM) 
is very popular and easy to apply. Because of its easy applicability, SPWM scheme is used in this study as the 
switching modulation scheme for both rectifier and inverter stages of the SMC. The SPWM is the most common 
way to obtain a low harmonic sinusoidal waveform at the inverter stage of the SMC. In this modulation 
technique, a carrier and a reference signal are compared. The carrier signal is usually a sawtooth or triangular 
waveform while the reference signal is a pure sinusoidal signal. The frequency of the carrier signal is usually 
an integer multiple of the frequency of the reference signal. The frequency of the reference signal (for example 
50 Hz or 400 Hz, and etc.) defines the fundamental frequency of the output voltage of the SMC. This frequency 
is chosen according to the load or grid requirements. By comparing the carrier and reference signals, the 
switching signal of each of the power electronic semiconductor switches is produced. When the triangular 
carrier signal is smaller than the sinusoidal reference signal, the output of the comparator becomes logic 1 
which turns on the respected switch. On the other hand, when the triangular carrier signal is greater than the 
sinusoidal reference signal, the output of the comparator becomes logic 0 which turns off the respected switch. 
Depending on the number of the reference signals being used, the SPWM is called either as “unipolar” or 
“bipolar”. In unipolar type, only one sinusoidal signal is used as the reference. The inverter output voltage is 
either a positive or zero value. In bipolar type, two out-of-phase sinusoidal signals are compared with a positive 
and a negative triangular signal, respectively. In this case, the output voltage is either a positive or zero for the 
positive duration of the sine waveform, or a negative or zero for the negative duration of the sine waveform. 
The bipolar SPWM arrangement can be designed either for “single-phase” or “three-phase” converter. The 
switching modulation type used in this study is a three-phase bipolar SPWM. 

5. SIMULATION MODEL 
Figure 3 shows the simulation model of the power circuit of three-phase SMC. The chosen power 
semiconductor device is IGBT with a turn on resistance of 1 mΩ and a forward voltage drop of 1.0 V. The 
snubber resistance of the IGBT is chosen as 0.1 MΩ with a very large capacitance. The diode used in the power 
circuit has a turn on resistance of 1 mΩ and a forward voltage drop of 0.8 V. The snubber resistance and 
capacitance of the diode is chosen as 500 Ω and 250 nF, respectively. The rectifier stage is powered by a three-
phase constant 50 Hz AC voltage source with a line-to-line voltage of 537 V rms. A three-phase Y-connected 
pure resistive load rated at 20 kW is used as the load of the SMC. When the load is connected to the SMC 
output, the fictitious DC current is transferred directly from the rectifier to the inverter stage. In the simulation 
model, SPWM scheme is adapted to control the switching of both rectifier and inverter stages. In order to 
improve the waveform quality of the SMC output, an LCL filter is connected between the output of the inverter 
stage and the load. The LCL filter is preferred over L and LC type filters due to many advantages, such as, 
small inductor and capacitor and superior high-frequency attenuation characteristics of -60 dB/dec [20]. The 
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LCL filter parameters are designed as follows: The left inductor is 0.6 mH, the right inductor is 51 mH, and the 
shunt capacitor is 22 uF. No filter is used at the input of the SMC.  
 

 
Figure 3. The simulation model of the power circuit of three-phase SMC 

 

6. SIMULATION RESULTS 
This section presents time domain simulation results of three-phase SMC when it is fed from a constant three-
phase voltage source and feeds a three-phase purely resistive load. Regarding these simulations, the gain of the 
rectifier and inverter stage is set to 0.5 and 1, respectively, while the amplitude of the rectifier and inverter stage 
is set to 1 and 3, respectively. In these simulation studies, the switching frequency of rectifier and inverter stage 
is adjusted to 50 kHz and 25 kHz, respectively. 
Figure 4 and 5 shows three-phase output voltage and current waveforms of the SMC after LCL filter, 
respectively. It is clearly observed that the LCL filter reduces the switching noise as well as harmonics in both 
waveforms. On the other hand, Figure 6 and 7 illustrates the source voltage and current waveforms at the input 
of SMC. Since no filter is used at SMC input, current waveforms contain some switching noise and harmonics 
due to the rectifier switching. Finally, voltage and current waveforms of the fictitious DC link are presented in 
Figure 8 and 9, respectively. DC-link voltage is obtained greater than 800 V which has a ripple factor of 6.75 
%. To quantitively express the harmonic content of the voltage and current waveforms, THD measurements 
are also carried out in the simulation studies. THD measurements before LCL filter indicates a THD of 0.83 % 
for the SMC output voltage, while a THD of 0.2 % for the SMC output current. Measurement after the LCL 
filter indicates better results. THD of SMC output voltage is reduced to 0.08 %, while the THD of the SMC 
output current is reduced to 0.1 % by using the LCL filter. The changes in SMC output voltage by changing 
the rectifier/inverter gains and amplitudes are also investigated in the simulation studies. Table 1 shows the 
changes in SMC output voltage for different values of rectifier and inverter gains. In this case study, the 
amplitude of the rectifier and inverter stage is set to 1. The rectifier switching frequency is set to 50 kHz, while 
inverter switching frequency is set to 25 kHz. The highest output voltage is obtained as 142 V when both 
rectifier and inverter gains are adjusted to 1. On the other hand, Table 2 lists the changes in SMC output voltage 
for different values of rectifier and inverter amplitudes when rectifier switching frequency is set to 50 kHz and 
the inverter switching frequency is set to 25 kHz. In this case study, the gain of the rectifier and inverter stage 
is set to 1. The highest output voltage is obtained as 425.5 V when the rectifier gain is adjusted to 1 and the 
inverter gain is adjusted to 5. Table 3 presents the changes in SMC output voltage for different values of rectifier 
and inverter switching frequencies. In this case study, gain and amplitude of rectifier is adjusted to 1 and 0.5, 
respectively, while, gain and amplitude of inverter is adjusted to 5 and 1, respectively. From Table 3, it can be 
concluded that if higher output voltage is needed, relatively high switching frequencies for rectifier and inverter 
can be used. However, this situation increases converter switching losses, so a trade-off between high output 
voltage and low losses should be considered by the designer. Finally, Table 4 lists the change in SMC efficiency 
for different values of rectifier and inverter amplitudes. It is observed that around 98 % of SMC efficiency is 
measured which can be considered as sufficient.  
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Figure 4. Output voltage waveforms after LCL filter 

 

 
Figure 5. Output current waveforms after LCL filter 

 

 
Figure 6. Source voltage waveforms 

 

 
Figure 7. Source current waveforms 
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Figure 8. DC voltage waveform at rectifier stage output 

 

 
Figure 9. DC current waveform at rectifier stage output 

Table 1. The change in SMC output voltage for different values of rectifier and inverter gains (rectifier switching frequency 
is 50 kHz, inverter switching frequency is 25 kHz) 

Output 
voltage  

Inverter 
gain (G) 

Rectifier 
gain (G) 

142 V 1 1 
31.37 V 0.5 1 
31.37 V 0.2 1 
31.37 V 0.1 1 
143.7 V 1 0.5 
143.7 V 1 0.2 
143.7 V 1 0.1 

31 V 0.5 0.5 
31 V 0.2 0.2 

 
Table 2. The change in SMC output voltage for different values of rectifier and inverter amplitudes (rectifier switching 

frequency is 50 kHz, inverter switching frequency is 25 kHz) 
Output 
voltage 

Inverter 
amplitude 

Rectifier 
amplitude  

170 V 1 0.5 
142 V 1 1 
6.5 V 1 2 

31.37 V 0.5 1 
420.5 V 2 1 
424.3 V 3 1 
425.5 V 5 1 
31.37 V 0.5 0.5 
54.9 V 2 2 
66.8 V 3 3 

 
Table 3. The change in SMC output voltage for different values of rectifier and inverter switching frequencies (the gain and 
amplitude of the rectifier is 1 and 0.5, the gain and amplitude of the inverter is 5 and 1). 
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Output 
voltage 

Inverter 
switching 
frequency 

Rectifier 
switching 
frequency  

425.5 V 50 kHz 50 kHz 
426.4 V 40 kHz 50 kHz 
426.8 V 30 kHz 50 kHz 
425.8 V 20 kHz 50 kHz 
426 V 25 kHz 50 kHz 

238.4 V 50 kHz 40 kHz 
211.1 V 50 kHz 30 kHz 
238.8 V 50 kHz 20 kHz 
155.8 V 50 kHz 25 kHz 

 
Table 4. The change in SMC efficiency for different values of rectifier and inverter amplitudes (the gain of the rectifier and 

inverter is 1, rectifier switching frequency is 50 kHz, inverter switching frequency is 25 kHz) 
 

SMC 
efficiency 

Inverter 
amplitude 

Rectifier 
amplitude  

98.8 % 1 0.5 
98.8 % 1 1 
98.8 % 1 2 
98.8 % 1 3 
98.4 % 0.5 1 
98.9 % 2 1 
98.9 % 3 1 
98.9 % 5 1 
98.4 % 0.5 0.5 
98.8 % 2 2 
98.8 % 3 3 

 

7. CONCLUSION 
This paper aims to present some research results of the modelling and simulation studies of a three-phase SMC. 
In the study, the SMC is fed from a constant three-phase voltage source and a purely resistive load is connected 
at its output. The results of this study will be used in near future for the adaptation of three-phase SMC to a 
wind energy conversion system connected to the grid. So, the advantages of SMC such as reduced number of 
semiconductor devices will be effectively used in a renewable energy system. This advantage also reduces the 
energy losses and manufacturing costs of a real renewable energy system. After a short and brief introduction 
to MC principle, the mathematical model of the indirect MC and the description of the SMC are briefly given 
in this paper. In the simulation study, the SMC control is realized by simultaneously operating two SPWM 
schemes for rectifier and inverter stages. It becomes then possible to change the SMC output voltage to the 
desired value by varying the gain and amplitude parameters of the rectifier and inverter stages. To improve 
voltage and current waveform quality at the output, an LCL filter is designed and added between the SMC 
output and the load. Simulation results verify the advantages of using such a filter. The simulation results have 
proven that a wide range of application areas of SMC topology is potentially available.  
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of Asialoglycoprotein Receptor Targeted 

Magnetic Nanoparticles for Hepatocellular 
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Abstract 
Objective: Hepatocellular carcinoma (HCC) is the fourth most common cause of cancer-related death 
worldwide. The World Health Organization stated that by 2030, the number of deaths from hepatocellular 
carcinoma would be more than 1 million. It is known that there is a high amount of asialoglycoprotein 
receptors (ASPGR) on the hepatocyte surface, and they are intensely expressed in HCC. These properties 
make ASGPR an attractive target for receptor-directed drug delivery to hepatocarcinoma cells. New drug 
delivery systems are being developed to prevent the side effects and limitations of commonly used treatment 
methods. As an antineoplastic agent, doxorubicin is used for the treatment of many cancers. 

Research methods: This study aimed to perform in vitro cytotoxicity and biocompatibility tests of the 
synthesized asialoglycoprotein receptor-targeted and doxorubicin carrying magnetic nanoparticles to treat 
HCC. For this purpose, after the synthesis of magnetic nanoparticles loaded with doxorubicin, serum 
protein binding and hemolysis were assayed. The cytotoxicity studies were carried out on hepatocellular 
carcinoma cell, HEPG2, and human epithelial liver cell, THLE-2. 

Results and Conclusion: The cytotoxicity studies were carried out on hepatocellular carcinoma cell, 
HEPG2, and human epithelial liver cell, THLE-2. According to the results, it was found that the prepared 
formulation was biocompatible, had no hemolytic effect, and created cytotoxicity in cancer cells. As a 
result, it is thought that the doxorubicin-loaded asialoglycoprotein targeted magnetic nanoparticle system 
has a high potential for use in the treatment of hepatocellular carcinoma. 

Keywords: Asiaglycoprotein receptor, biocompatibility tests, cytotoxicity studies, doxorubicin, magnetic 
drug delivery system,  

1. INTRODUCTION 
Hepatocellular carcinoma (HCC) is the most common primary liver malignancy and is a leading cause of 
cancer-related death worldwide. Liver cancer remains a global health challenge, with an estimated incidence 
of >1 million cases by 2025[1]. The causes of HCC are chronic liver disease, particularly chronic hepatitis B 
and C, and alcoholic liver disease. Also, other forms of chronic liver disease are risk factors for HCC. 

* Corresponding author: Ege University, Department of Biochemistry, 35040 Bornova/Izmir, Turkey.  
erekayca@gmail.com  
1 Ege University, Department of Biochemistry, 35040 Bornova/Izmir, Turkey. 
2 Ege University Center for Drug Research, Development, and Pharmacokinetic Applications (ARGEFAR), 35100 

Bornova/Izmir 
3Department of Medical Biology, Faculty of Medicine, Ege University, 35100, Izmir, Turkey 

 
 

143 
 

                                                            

mailto:erekayca@gmail.com


 
Epidemiological data suggest that unhealthy diet, alcohol use, obesity, type 2 diabetes, or modifiable lifestyle 
factors contribute to the pathogenesis of hepatocellular carcinoma [2]. Doxorubicin (Dox), used in liver cancer 
as in many other types of cancer, is an anthracycline type drug that prevents replication by interfering between 
base pairs in the DNA helix and, consequently, inhibiting protein synthesis and proliferation of cancer cells [3]. 
Doxorubicin uses different molecular mechanisms such as inhibition of topoisomerase II enzyme, intercalation 
with DNA, disruption of calcium homeostasis, and production of free radicals to induce toxicity and kill cancer 
cells [4]. Doxorubicin has some side effects like any chemotherapeutic agent. In order to prevent or minimize 
the side effects without reducing the effect of doxorubicin, it is possible to load the drug into various drug 
delivery systems and transport it to the desired area [5]. The nanoparticular drug delivery systems are used 
today to enable the drug to be more effective at low doses and to minimize its side effects. Nanoparticles have 
many advantages, such as high loading capacity, not being recognized by the immune system, making surface 
modifications to reach the target effectively, and being designed to pass through physiological barriers such as 
the blood-brain barrier tight intercellular junctions [6]. Magnetic nanoparticles, one of the nanoparticle drug 
delivery systems, respond to the applied magnetic field and can be moved in a magnetic field [7]. The magnetic 
targeting approach, one of the types of drug targeting, involves intravenous injection of a therapeutic agent 
attached to or encapsulated to a magnetic drug carrier and directing it to the tumor tissue by externally localized 
magnetic field application [8]. In cancer treatment, active targeting is usually accomplished by conjugating the 
target molecule to the drug delivery system. The most important advantage of active targeting is reducing or 
eliminating the systemic toxicity caused by conventional drugs and transporting the drug directly to the targeted 
area [9]. A receptor-mediated endocytosis mechanism is a necessary approach that enables the delivery of drugs 
to specific cell types. In this mechanism, the drug can reach the cell in high concentration, reaching the non-
target sites at a minimum level, causing low toxicity. The asialoglycoprotein receptor (ASGPR) is one of the 
most striking targets in drug targeting studies to the liver [10]. 

Within the scope of the study, in vitro cytotoxicity and biocompatibility tests of doxorubicin-loaded 
arabinogalactan-coated magnetic nanoparticles (DANP) will be performed therapeutic potential on liver cancer 
was investigated. 

2. MATERIAL AND METHOD 

o Materials 
Bovine Collagen Solution (Sigma), Fibronectin, and Type I collagen were purchased from Sigma for in vitro 
studies. Fetal Bovine Serum, and Bovine Serum Albumin were obtained from Capricorn. 
Penicillin/Streptomycin, saline phosphate buffer (PBS), and Trypsin/EDTA were purchased from Wisent. 
BEGM Bronchial Epithelial Bullet Kit was obtained from Lonza. The hepatocellular carcinoma cell line with 
luciferase activity (AZ-AHR Stable HepG2 Luciferase Reporter Cell Line, T3102) Applied Biological 
Materials Inc. (ABM, Canada) and Prigrow III were obtained from ABM, normal hepatocellular carcinoma cell 
line HepG2 (HB-8065) and healthy liver epithelial cell line THLE-2 (CRL-2706) used as healthy control cell 
group were obtained from ATCC. Doxorubicin (Chemos GmbH), sodium acetate (Tekkim), sodium phosphate 
(Isolab), Coomassie brilliant blue G-250 (Fluka), 96% ethanol (Supelco), 85% phosphoric acid (Sigma 
Aldrich), Albumin (Fraction V) ( It was obtained from Merck). 

o In Vitro Cytotoxicity Studies Of DANP Formulation 
Cytotoxicity studies were carried out to examine the toxicity of DANP and drug-free arabinogalactan-coated 
magnetic nanoparticles (ANP) on healthy hepatocytes and liver cancer cells at different doses. 

For HepG2 cells, Prigrow III medium with 10% FBS, 2% L-glutamine, 1% penicillin-streptomycin, 1 mM 
sodium pyruvate were used, and THLE-2 cells, BEGM Bronchial Epithelial Bullet Kit medium was preferred. 
Cultures were maintained at 37°C and in a 5% CO2 humidified incubator (Thermo Electron Corporation’s Class 
100). After reaching 80–85% confluency, both HepG2 and THLE-2 cells were harvested utilizing 
trypsin/EDTA, and 100 mL cell suspension at a concentration of 1×104 cells/well was seeded into a 96-well 
plate for each cell line. Cells were incubated overnight at 37°C and 5% CO2 conditions. DANP and Dox solution 
were added with serial dilution and incubated for 48 hr. Cells that were incubated with related media were 
named as the control group. After incubation, the MTT test was applied according to Ak et al. [11]. The upper 
phase was discarded, and MTT solution was added to each well following incubation for 4 hr. Then, DMSO 
was added for dissolving the formazan crystals. Absorbance was measured at 540 nm using a microplate reader 
(Thermo, Multiskan Fc). IC50 values for 48 hr were calculated using Calcusyn 2.0 software. 
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o Biocompatibility Tests of DANP Formulation 

 Serum protein binding 
The amount of serum protein binding of the DANP formulation was analyzed by modifying the method 
described by Cole et al. [12]. Nanoparticles were added to fetal bovine serum with serum:nanoparticle volume 
varying ratios (v:v) of respectively. The samples were incubated at 37ºC for 2 hours at 160 rpm. After 
incubation, the samples were centrifuged at 13 000 rpm for 1 hour. After centrifugation, protein determination 
was made in the supernatant according to the Bradford method [13], and % binding values were calculated. 

 Hemolysis 
The damage that the DANP formulation can cause on erythrocytes was determined by in vitro hemolysis studies 
and the method applied by Mayer et al. [14]. Accordingly, erythrocytes separated from whole blood were 
suspended in PBS. Nanoparticles and erythrocyte suspension in varying concentrations  were incubated at 37ºC 
for 2 hours. At the end of the period, the samples were centrifuged for 5 minutes, and the free hemoglobin in 
the supernatant was determined spectrophotometrically at 540 nm. The dispersion system of nanoparticles 
(PBS) was used as the negative control, and 1% Triton X-100 providing 100% lysis was used as a positive 
control. 

3. RESULTS AND DISCUSSION 

o In Vitro Cytotoxicity Studies of DANP Formulation 
The cytotoxic effects of free doxorubicin, ANP, and DANP were determined by MTT assay using HepG2 and 
THLE-2 cell lines. Cells and drug groups were incubated, and results were evaluated after an incubation time 
of 48 hr. ANP has not shown a cytotoxic effect since there is no significant change in cell viability. Therefore, 
the nanocarrier was indicated as biocompatible. Cell death values of HepG2 cells increased with the increased 
dose of DANP and Dox, as seen in Figures 1 and 2, respectively. Also, it was found that DANP had no cytotoxic 
activity of the THLE-2 cell line. IC50 values of DANP were less than that of free Dox against HepG2 cell lines 
for 48 hr. 
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Figure 14. Cell death (%) after 48 hours of incubation of increasing concentrations of DANP formulation on HepG2 cells 
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Figure 15. Cell death (%) after 48 hours of incubation of increasing concentrations of Dox on HepG2 cells. 

 

In current cancer treatments, drugs must be used in high doses in order to show an effective treatment in the 
targeted area. The use of these high doses causes many undesirable side effects by damaging healthy cells as 
well as cancer cells. The primary purpose of drug delivery systems is to go directly to the cancerous area, 
perform long-term treatment with a controlled and slow release, and provide maximum effect with a minimum 
dose. [15][16]. In addition, even at the highest doses of the DANP formulation applied in the THLE-2 cell line, 
it was determined that there was more than 99% viability in the cells. Within the scope of the studies, liver 
cancer cell line and healthy cell line data were compared, and it was determined that while doxorubicin-loaded 
arabinogalactan-coated magnetic nanoparticles created cytotoxicity in the HepG2 cell line, it did not cause any 
cytotoxic effect in the THLE-2 cell line. 

o Biocompatibility Tests of DANP Formulation 

 Serum Protein binding 
In this study, protein binding amounts were determined in fetal bovine serum (FBS) of DANP formulations. 
Considering the serum: nanoparticle ratio, the increase in the serum ratio does not have a significant effect on 
the protein binding ratio. Protein binding percentages varied between 12-16%. According to all these data, it is 
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thought that the formulation an reach the targeted tissue at a high rate and cannot be removed from the 
circulation immediately due to the low protein binding efficiencies. 

 Hemolysis 
In order to determine the amount of hemolysis that the DANP formulation could cause, different concentrations 
of nanoparticles were incubated with erythrocyte solution, and hemolysis trials were carried out. The hemolysis 
results are shown in Figure 3.  

 
Figure 16. Negative control (PBS), Positive control (Triton X), Hemolysis images formed as a result of incubation of 
erythrocytes with doxorubicin-loaded MNP at different concentrations. 

According to the results, it was determined that DANP formulations did not cause hemolysis compared to 
positive and negative controls. 

Protein binding and hemolysis results all show the biocompatibility of the obtained formulation. 

4. CONCLUSION 
In this study, in vitro cytotoxicity and biocompatibility studies of DANP formulation developed for HCC 
treatment were performed. As a result of the studies, it was seen that the DANP formulation caused minimal 
damage in the normal liver cells as expected, while it showed cell growth inhibitory and anticancer activity in 
hepatocellular cancer cells. At the same time, it was concluded that drug release from DANPs occurred in a 
controlled manner, and long-term treatment could be achieved with a minimum dose. According to the data of 
biocompatibility tests, it was observed that the DANP formulation was biocompatible and did not cause 
hemolytic effects. 

It can be suggested that doxorubicin-loaded asialoglycoprotein targeted magnetic nanoparticles could be a 
promising system for targeted hepatocellular carcinoma therapy. In future works, in vivo and ex vivo 
experiments should be performed for targeted HCC therapy. 
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Asialoglycoprotein Receptor Targeted 
Magnetic Nanoparticles For Hepatocellular 

Carcinoma Treatment 
Tugba Karakayali1, Ayca Erek1, Guliz Ak1,2, Senay Sanlier1,2 

Abstract 
Objective: Hepatocellular carcinoma is the most common type of liver cancer. Doxorubicin (Dox) is an 
anthracycline antibiotic and is commonly used for cancer treatment. However, Dox has severe side effects 
that limit efficiency, and it is used with drug delivery systems. Asialoglycoprotein receptors are membrane 
glycoprotein receptors and are expressed in hepatocellular carcinoma. This study, it is aimed to develop a 
magnetic field and asialoglycoprotein receptor-targeted, doxorubicin-loaded nanoparticle system to be 
used in the treatment of hepatocellular carcinoma. 

Research methods: Magnetic nanoparticles were synthesized by the co-precipitation method. The surface 
was functionalized with 2-aminoethylphosphonic acid to provide the binding of arabinogalactan with 
magnetic nanoparticles. Then, MNP’s surface was coated with arabinogalactan. After that, doxorubicin 
was loaded on arabinogalactan-coated magnetic nanoparticles by adsorption. The functional groups, 
hydrodynamic size, zeta potential, and drug encapsulation efficiency were evaluated.  

Results and Conclusion: The SEM size of the Dox-loaded arabinogalactan-coated magnetic 
nanoparticle(DANP) was found to be 30-35 nm. FTIR analysis has confirmed the presence of doxorubicin 
on arabinogalactan-coated ANPs. Dox loading efficiency was determined as 78.54 %. Based on the results 
obtained, the study is thought to have potential for in vitro, in vivo, and ex vivo studies.  

Keywords: Arabinogalactan, asiaglycoprotein receptor, doxorubicin, magnetic nanoparticle, targeted 
therapy,  

1. INTRODUCTION 
Hepatocellular carcinoma (HCC) is a common type of cancer that ranks first among liver cancer types and 
affects approximately one million people worldwide each year. While it has a high prevalence in Southeast 
Asia and Sub-Saharan Africa worldwide, its incidence is low in the west. A chronic infection caused by the 
hepatitis B virus is the most common cause of this disease. Other important causes are cirrhosis, chronic viral 
hepatitis (hepatitis C virus and hepatitis B plus D viruses), alcohol overuse, obesity, hemochromatosis, α-1- 
antitrypsin deficiency, and aflatoxin-like toxins. In most cases, HCC is asymptomatic and has a low survival 
rate. HCC treatment applies surgical intervention, ablation, liver transplantation, chemoembolization, and 
systemic treatments in the treatment of HCC. These treatment options are determined according to the patient’s 
condition and the cancer level [1]. Many anti-cancer agents are used in the systemic treatment of hepatocellular 
carcinoma, one of which is doxorubicin. Doxorubicin is an anthracycline-derivative antibiotic that acts by 
intercalating into DNA. Besides being an effective agent for cancer, doxorubicin has serious side effects that 
limit its effectiveness. The most common side effects are cardiotoxicity and myelosuppression [2]. Today, it is 
used with the drug delivery system to reduce these side effects and increase the therapeutic effect. Due to the 
advantages of drug delivery systems in cancer treatment, their effects are widely studied. These advantages are; 
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It is ensured that the active substances improve the aqueous solubility and chemical stability, increase the 
pharmacological activity and reduce the side effects in the patients by providing them to reach the desired area 
more easily. Nanoparticle carrier systems are also divided into many groups within themselves. These groups 
are polymeric nanoparticles, lipid-based nanoparticles, inorganic nanoparticles, and dendrimers. It can form 
nanoparticles with magnetic character obtained from iron salts in inorganic nanoparticles [3]. In addition to 
these magnetic nanoparticles’ advantages, direct targeting of the cancerous region by applying a magnetic field 
with magnetic targeting is provided. 

The attraction of nanoparticles for selective tumor targeting is their potential to deliver a concentrated drug 
dose near (or even into) target tissue and reduce drug exposure to healthy cells. This can be done through 
physical interactions or passive/active targeting. Active targeting can coat the surface of the nanoparticles with 
antibodies or ligands that specifically bind to increased receptors in cancer cells. The asialoglycoprotein 
receptor (ASGPR) is expressed basolaterally from hepatocytes. Targeted delivery to hepatocytes constitutes an 
essential strategy in hepatocellular carcinoma, and this approach can be made possible by targeted transport to 
overexpressed receptors in hepatocytes. As a hepatic lectin, the asialoglycoprotein receptor provides an ideal 
target for hepatocyte-specific delivery. Sugar-based ligands exhibit maximum affinity for ASGPR, with 
physicochemical properties that play a dominant role in ligand binding. Arabinogalactan (AG), a galactose-
based polymer, and pullulan, a glucose-based polymer, are among the carbohydrate polymers that have been 
extensively studied for ASGPR-mediated targeting[4].  

Within the study’s scope, it aims to develop a targeted therapeutic strategy to reduce the side effects of 
chemotherapeutic agents used in cancer treatment and prevent high dose toxicity that restricts the use of 
chemotherapeutics in treatment—with the targeted drug delivery system, increasing drug delivery to the cellular 
levels, optimizing the concentration and release kinetics of drugs in the circulation or tissues, providing 
practical and safe treatment at low doses, minimizing the toxic and immunogenic properties of drugs, increasing 
drug stability, targeting without damaging healthy tissues. It is aimed to obtain the desired level of 
pharmacological response in the region. For this purpose, selective and doxorubicin-loaded nanoparticles were 
synthesized to the asialoglycoprotein receptor, which has magnetic properties and is known to be expressed in 
hepatocytes. 

2. MATERIAL AND METHOD 

o Materials 
FeCl2.4H2O, 2-amino ethyl phosphonic acid (APA), arabinogalactan (AG), potassium periodate, Dowex-1x4 
ion exchange resin, cellulose acetate membrane (12.000-14.000 MWCO), and Ammonium hydrochloride 
(NH4OH) was purchased from Sigma. Ethanol and sodium borohydride (NaBH4) were purchased from Merck. 
FeCl3.6H2O were obtained from Isolab. Boric acid from Eti Kimya, Acetic acid from Tekkim, Doxorubicin 
from Chemos GmBh. 

o Magnetic Nanoparticle Synthesis and Functionalized with 2-aminoethylphosphonic Acid  
Magnetic nanoparticles (MNPs) were synthesized with the co-prepicition method[5]. Fe+2 and Fe+3 salts 
dissolved at a 1:2 molar ratio at 60°C and mechanically stirred at 3000 rpm under a nitrogen atmosphere.  After 
that, the NH4OH solution was added until the pH value reached 10, and the mixture was allowed to react for 
two hours for nucleation of MNPs. After the nucleation reaction, the mixture was collected and washed distilled 
water and ethanol until the pH value reached the six with magnetic decantation. MNPs were characterized with 
Fourier-transform infrared spectroscopy (FTIR) (Shimadzu,  IRTracer-100), Scanning electron microscopy 
(SEM)( Thermo Scientific Apreo S). SEM analysis was performed at Ege University Central Research Test 
and Analysis Laboratory (MATAL). FTIR analysis was made at Ege University Drug Development and 
Pharmacokinetic Research-Application Center. In addition, zeta potential and hydrodynamic size analysis were 
measured with the zeta-sizer (Malvern Nano ZS 90) in Izmir Katip Celebi University Central Research 
Laboratory. 

After confirmation of MNPs synthesis, the nanoparticles functionalized with amine groups. The chemical 2-
aminoethylphosphonic acid (APA) with 0.25 concentration was added to magnetic nanoparticle suspension and 
mixed at 2.000 rpm at 80 °C for six-hour. Nanoparticles were precipitated by centrifugation at 12.000 rpm and 
washed with distilled water [5]. The obtained nanoparticles were characterized with FTIR, SEM, hydrodynamic 
diameter, and zeta potential analysis. 

150 
 



 
o Oxidation of Arabinogalactan and Binding of APA-MNP 
For arabinogalactan (AG) to bind to nanoparticles with amine groups, hydroxyl groups were first oxidized to 
the aldehyde form[6]. The AG was dissolved in distilled water. To this solution, potassium periodate was added 
separately, and the mixture was stirred at room temperature in the dark for 2 hours. The resulting oxidized 
arabinogalactan (Ox-AG) were purified by Dowex-1x4 anion exchange chromatography followed by extensive 
dialysis against distilled water (12.000-14.000 MWCO cellulose tubing) for three days. The presence of 
aldehyde groups was characterized by FTIR analysis.  

For oxizided arabinogalactan binding APA-MNP, Ox-AG was dissolved in borate buffer. It was stirred with 
APA-MNP for two days in the dark. The solution was centrifuged to remove the insoluble reactants, receiving 
a clear yellow solution. Sodium borohydride (NaBH4) was used to reduce the obtained to a more stable amine 
form. The imine conjugate and sodium borohydride were stirred at room temperature overnight.  The resulting 
light-yellow solution was purified by dialysis against distilled water at 4°C for 48 h followed. The obtained 
arabinogalactan-coated nanoparticles (ANP) were dried in the oven. Characterization studies were carried out 
by FTIR and SEM analyzes.  

o Doxorubicin Loaded Arabinogalactan Coated Magnetic Nanoparticle(DANP)  
Doxorubicin was loaded onto ANP by adsorption[7][8]. For this purpose, 500 µg/mL concentration Dox was 
added into the dispersion of nanoparticles and mixed. Then, the nanoparticles were centrifuged. The 
nanoparticles were washed two times with distilled water. Dox was determined by absorbance measurements 
at 480 nm using a UV-VIS spectrophotometer (Agilent Technologies, Cary 60 UV-Vis) . The amount of loaded 
Dox (Eq.1) and the Dox loading efficiency(%) in the samples were calculated (Eq. 2). In addition, the obtained 
nanoparticles was characterized with FTIR and SEM analysis. 

 𝐷𝐷ox 𝑙𝑙𝑜𝑜𝑎𝑎𝑑𝑑ed Content (µg Dox/ mg NP)= ( Initial Dox amount(µg)− Unbound Dox amount(µg)
weight of nanoparticles(mg)

𝑥𝑥 100  (1) 

𝐷𝐷ox 𝑙𝑙𝑜𝑜𝑎𝑎𝑑𝑑𝑖𝑖𝑛𝑛𝑔𝑔 𝑒𝑒𝑓𝑓𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖𝑒𝑒𝑛𝑛(%) =( Initial Dox amount(µg) −Unbound Dox amount(µg)
Initial Dox amount(µg)

 𝑥𝑥 100    (2) 

3. RESULTS AND DISCUSSION 

o Magnetic Nanoparticle Synthesis and Functionalized with 2-aminoethylphosphonic Acid  
Magnetic nanoparticles were synthesized by the co-precipitation method. The FTIR spectrum of MNP is given 
in Figure 1A. The characteristic Fe-O bond of the magnetic nanoparticle was observed at 550-600 cm-1. Figure 
1B shows the SEM image of MNP, and the nanoparticle size was observed at 13 and 20 nm. The nanoparticle 
structure was spherical. The zeta potential value of MNP was found to be +7.03±4.52 mV. The hydrodynamic 
size of MNP was found to be 191.7±52.84 nm. Size measurements (hydrodynamic size) obtained with DLS are 
nanoparticles dispersed in a solvent. The size measurements observed by SEM correspond to nanoparticles in 
dried form. Nanoparticles interact with solvent molecules through various non-covalent interactions (e.g., 
hydrogen bonding, van der Waals interactions, π-π overlap). Therefore, particle sizes observed by SEM cannot 
be compared with hydrodynamic sizes because hydrodynamic size measurements can give much higher 
values[9]. 
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Figure 17.A) FTIR spectra of MNP. B) SEM images of MNP.C) Hydrodynamic size graphics of MNP. D)Zeta potential 

graphics of MNP. 

The surface was functionalized with 2-aminoethylphosphonic acid to binding with arabinogalactan. The FTIR 
spectrum of APA-MNP is given in Figure 2.A. In the FTIR spectrum of APA-MNP, the N-C peak at 1131 cm-

1 and the N-H peak at 1637 cm-1 were observed [5]. These peaks confirm that APA interacts with the surface 
of the magnetic nanoparticle. The peaks observed at 1029 cm-1 explain the R-O-P and P=O stretch bonds found 
in 2-aminoethylphosphonic acid [10]. In addition, the structure of the peak belonging to the Fe-O bond is 
preserved between 550-600 cm-1, which shows the magnetic character. Thus, it is shown that the structure 
preserves its magnetic character. SEM images of APA-MNPs showed in Figure 2B. APA-MNP sizes range 
from 17-23 nm and retain their spherical morphology. The hydrodynamic size of APA-MNP was measured as 
184.7±6.36 nm (Fig. 2C). Zeta potential was measured as +7.03±4.52 mV in MNPs, increased to +22.83±1.72 
mV in APA-MNPs due to functionalization of the structure with APA. Due to the presence of amino groups in 
the structure, the measured positive charge increased [10]. 
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Figure 18.A) FTIR spectra of APA-MNP. B) SEM images of APA-MNP.C) Hydrodynamic size graphics of APA-MNP. 

D)Zeta potential graphics of APA-MNP. 

o Oxidation of Arabinogalactan and Binding of APA-MNP 
Arabinogalactan was oxidized with potassium periodate.It has been stated in the literature that the characteristic 
band of Ox-AG is at 1724 cm-1 [6]. This characteristic band at 1724 cm-1 is also seen in our structure (data not 
shown). The FTIR graph of ANP the peak found at 1724 cm-1, indicating the oxidation of arabinogalactan, and 
the peak at 1630 cm-1, caused by the amine groups in APA-MNP, disappeared due to the binding of AGA-APA 
with oxidized arabinogalactan. In addition, the intensity of the peak observed at 2878 cm-1 decreased due to 
binding APA-MNP. FTIR results were confirmed the successful binding of APA-MNP. SEM image of ANP is 
given in Figure 3. The size of ANP is between 25-35 nm, and the structures have a spherical shape. A slight 
increase in size was observed between APA-MNP and ANP. This increase is due to the inclusion of 
arabinogalactan in the structure. 

 
Figure 19.SEM images of ANP. 

o Doxorubicin Loaded Arabinogalactan Coated Magnetic Nanoparticle(DANP) 
Doxorubicin was loaded onto arabinogalactan-coated magnetic nanoparticles by adsorption. The determination 
of drug molecules loaded on DANP was made by measuring 480 nm absorbance in a UV-Vis 
spectrophotometer, loaded content (µg Dox/mg NP) and the loading efficiency (%) were calculated. It was 
observed that it contained 79.22 µg of Dox per mg nanoparticle at 500 µg/mL Dox concentration and the 
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loading efficiency of the drug was 78.17%. As a result of the drug-binding study, high binding efficiency and 
loaded amount were obtained. The obtained DANP was characterized using FTIR and SEM analysis.FTIR 
analysis was performed to confirm the DANP structure. In the spectrum of doxorubicin, peaks were observed 
at 2930 cm-1 (C–H), 1620 cm-1 (N–H), 1400 cm-1 (C–C) and 1055 cm-1 (C–O) cm-1 [11]. Based on FTIR 
analysis, it was confirmed the presence of doxorubicin on arabinogalactan-coated ANPs. The morphologies 
and size of DANPs, which were determined by SEM examinations and is given in Figure 4. DANP size is 
between 30-35 nm, and its morphology is spherical. 

 
Figure 20.SEM images of DANP. 

CONCLUSION 
Magnetic nanoparticles were synthesized by the co-precipitation method. The surface was functionalized with 
2-aminoethylphosphonic acid to provide the binding of arabinogalactan with magnetic nanoparticles. Then, 
MNP’s surface was coated with arabinogalactan. After that, doxorubicin was loaded on arabinogalactan-coated 
magnetic nanoparticles by adsorption. Characterization studies of the obtained structures were carried out. SEM 
images confirmed that the structure was spherical, and FTIR results also confirmed the chemical structure. In 
addition, the hydrodynamic size has shown to be an ideal size for cancer treatment. It is thought that Dox loaded 
arabinogalactan coated magnetic nanoparticles could be magnetically targeted at a desired cancerous site and 
asialoglycoprotein receptor-targeted could show an increased therapeutic effect for hepatocellular carcinoma. 
The study is thought to have potential for in vitro, in vivo, and ex vivo studies.  
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Abstract 
With the accession to the European Union, Romania benefited from the legislative framework of the 
common agricultural policy, a policy that influenced the sale and processing of agricultural products, 
major decisions on the direction of agriculture in our country and on the costs of agricultural production. 
The image of Romania's contemporary agriculture differs a lot from the agriculture of European countries, 
this being structured differently from the rest of Europe. Romania is characterized by a lack of medium and 
small family farms because leaving the communist system has left its mark on their growth and 
development. Negotiations on agriculture (in Romania) began in November 2002 and were concluded in 
June 2004. In these negotiations, Romania benefited from an agreement similar to that of the states that 
joined the EU in 2004, namely better financing of agriculture, a stability of agri-food prices as well as real 
support measures for farmers (European non-reimbursable funds). The article aims to present in the 
introduction the advantages of Romania's accession to the EU, the evolution of Romanian agriculture in 
this context and the presentation of state-of-the-art projects that make possible a transition from traditional 
to digital agriculture in which artificial intelligence makes its presence felt. 

Keywords: sustainable agriculture, digitalization, maximizing production, transition, emerging 
technologies in agriculture. 

1. INTRODUCTION 
In the period 2002-2004, the European Union carried out a series of direct negotiations so as to carry out a 
series of measures to support Romanian agriculture. During these negotiations were discussed the measures of 
direct support (the amount of funds allocated to Romania), production quotas, new measures for the 
development of Romanian agriculture, as well as a series of measures and agricultural production systems 
necessary to adhere to EU food safety standards. (sanitary, veterinary, phytosanitary norms) (Giurcă, 2005). 
Romania's accession to the EU has allowed the establishment of a pattern of financing Romanian agriculture, 
namely the transition from an unstable agricultural policy and forms of financing (depending on electoral 
cycles) to the implementation of real, sustainable measures to facilitate Romania's integration into the European 
Union. to the support given to agriculture as well as to a financing of small farmers and young farmers through 
different programs (Alexandri and Luca, 2008). Romania's accession to the EU has brought a plus for Romanian 
agriculture by providing direct payments, the state funding being much higher after accession (Hubbard et al., 
2014). 

The financing of Romanian agriculture through the second pillar represented a support for the development of 
Romanian agriculture. The adjustment of agricultural practices and the implementation of norms and objectives 
for greening agricultural soils and crops as well as the trend towards non-invasive agricultural technologies, the 
need to implement automated systems and programs (based on artificial intelligence) have led to the 
development of new best practice guides. of new financing programs for Romanian farmers (Giurcă, 2005). At 
the same time, another advantage of Romania's accession to the EU, in the agricultural field, was represented 
by the increase of entrepreneurship in rural areas. This aspect had the role of developing the activity of 
subsistence agriculture to a transition agriculture in order to achieve a diversification of non-agricultural 
activities into agricultural activities, profitable for farmers. Supporting entrepreneurship in underdeveloped 
areas has led to the emergence of small agricultural production centers, centers that give the agri-food network 
the necessary food for humans and animals. Another identified aspect was the emergence of new reforms 
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needed in the agricultural field. These reforms have the role of managing the partner institutions in the processes 
of allocating and using the funds that will be allocated for Romania, implementing the common agricultural 
policies (CAP) and supporting the agricultural sector in case of potential shocks. 

In the accession and post-accession process, numerous networks, clusters and incubators for data collection, 
interpretation and transformation of information obtained into knowledge have been developed in order to 
obtain innovative products or technologies in the agricultural field. These generators of information and 
knowledge have been basic pillars in the process of increasing the competitiveness of the agricultural sector, 
increasing and maximizing agricultural holdings, with a strong emphasis on supporting agricultural farms 
facing management problems, management, low level of processes. sale-purchase and supporting the renewal 
of generations of agricultural farmers (European Commission, 2016). 

With Romania's entry into the European Union, a campaign was launched to organize and promote food chains 
and risk management programs in agriculture, especially on the integration of farmers in quality systems, IT 
and the creation of platforms that have the role of uniting farmers, providing them with information and advice 
on farm development, maximizing agricultural production and profit, but above all moving towards sustainable 
agriculture. The transition from traditional to sustainable agriculture will be gradual, with the farmer aware that 
in this process of transition and development farmers must conserve and strengthen agricultural ecosystems by 
restoring and conserving biodiversity, improving fertilization, irrigation and soil management. as well as by 
promoting the efficient use of agricultural resources by reducing pollution in agriculture and the use of non-
invasive technologies for soil, culture, environment, man and animals. 

2. MATERIAL AND METHOD  
Before Romania's accession to the European Union, the contribution of agriculture to the formation of GDP 
was approx. 14% in 2004. The share of agriculture in the country's gross domestic GDP decreased to 8.8% (in 
2006). The decrease of the contribution of the agricultural field to the GDP presented a decrease even after 
Romania's accession to the EU, in 2008 the index being of 7.5%. The relative share of GDP compared to the 
EU average remained a source of instability of GDP values, because this instability was attributed to climatic 
factors, the level of technology of farms and the socio-economic situation of Romania. The tendency to reduce 
this share is an important result from the perspective of decreasing the contribution of agricultural supply to 
GDP fluctuations, against the background of increasingly unstable climatic conditions and low farm 
capitalization. The reduction of the contribution of Romanian agriculture to the formation of GDP was due to 
some important fluctuations of agricultural production (table 1). The year 2008 represented the year in which 
the Romanian agriculture registered a major growth, compared to 2007. The positive dynamics of the gross 
value added (GVA) was due to the low productions from 2007, this year being one of the most unfavorable 
years from the point of view. climate change, throughout the transition to a market economy. 

Table 1. Dynamics of agricultural production in Romania (pre-accession period)  

 
The pre-accession period was a bad period for Romanian agriculture, obtaining financing projects from the 
state was a difficult test for farmers. At the same time, the farmers in the pre-accession period went on bank 
credit lines, which, compared to the pedo-climatic conditions of the pre-accession years, represented an obstacle 
for the farmers. Romania's post-EU accession period was a "relaxation" for farmers because the new 
amendments, orders and laws were in their favor. The fact that farmers were able to access non-reimbursable 
European funds for the purchase of new agricultural equipment and machinery and the expansion of their farms 
was an important step in increasing Romania's domestic GDP and increasing and maximizing agricultural 
production and farmers' profits. Romania's accession to the European space means for farmers and access to 
new technologies for agriculture, non-invasive technologies for the environment, soil, crops, productivity and 
profitability. 

Thus, farmers had access to new technologies such as online platforms for disseminating information on 
technologies applied to crops, access to knowledge generation, some technologies such as drones, weather 

Specification 2003 2004 2005 2006 2007 2008
Agricultural production * in 
Romania (millions of lei current 

22835,2 31030,1 24277,9 26898,2 23454,8 32566,4

Dynamics of agricultural production 
* (%) (year 2000 = 100%)

125,7 149,2 123,3 127,4 106,4 129,2

(year 2002 = 100%) 105,2 124,9 103,2 106,6 89,0 108,1
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stations, satellite stations and a number of equipment needed for the application. fertilizers, plant protection 
products or even for soil disinfection. As materials, the research part used a weather station, ground sensors, 
state-of-the-art drone (equipped with artificial intelligence to make orthophotoplans - georeferenced maps and 
NDVI maps), detection sensors (recording of soil moisture, density, temperature, permeability, 
electroconductivity, etc.), data recording, processing, storage and dissemination system. 

3. RESULTS AND DISCUSSIONS  
After accession, farmers were able to access new agricultural information, based on which farmers implemented 
new technologies on their farms in order to reduce agricultural costs, maximize crop yields and develop 
sustainable agriculture. , sustainable based on these new non-invasive technologies. After accession, most 
farmers tried to implement non-existent technologies in Romania. Their implementation led to the emergence 
of Agriculture 4.0 which combined traditional agriculture with the digital environment, the Internet of Things 
and artificial intelligence. Thus, farmers have implemented in their own farms a series of technologies such as 
sensors, drones, robots, an interconnection of these equipments through the Internet. The role of these 
technologies was to produce adaptability, to adapt themselves to environmental conditions, without human 
intervention. A first example was the implementation of small drones (Figure 1) in agricultural crops in the 
Netherlands. The role of drones was to search for, identify and eliminate insects harmful to crops, without using 
invasive or chemical solutions. Based on interconnected software and sensors, the software identifies the pest, 
its degree of attack in the respective culture and the non-invasive ways to combat them (Figure 2). 

 

 

 

 

 

Figure 1. Precision drones used in agriculture   

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Diagram of drone use in agriculture 

Globally, the use of drones in agriculture is constantly increasing, because compared to other methods of aerial 
monitoring, drones generate more and more accurate data on the state of crops. Also, the economic nature of 
the use of drones is not to be neglected, for the monitoring of holdings with a size of less than 50 hectares, the 
drones being cheaper than surveillance by airplanes or satellite images. Data obtained through drones are used 
in various ways to improve the performance of a farm. The increasingly frequent use of drones in precision 
agriculture aims to obtain high and quality production, optimizing economic profits, integrated environmental 
protection.  

By using drones in agriculture, farmers can benefit from maps containing information on vegetation signs. 
Through these maps, farmers would be able to spray fertilizer where the soil is poorer, could only irrigate drier 
areas and treat only plants that need to be protected from pests. In this way considerable potential savings can 
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be achieved, the plants would be healthy and higher yields of the monitored crops are obtained. Here is a model 
of the situation that everyone benefits from: a way to practice agriculture using technology. Figure 3 shows the 
schematic diagram of the use of drones in agriculture. 

The year 2020 brought with it an unfortunate period for Romanian agriculture, a period marked by two major 
events: extreme drought and coronavirus pandemic. The extreme drought that occurred in 2020 was the worst 
in the last 50 years, as mentioned by farmers, which had a negative impact on crop productivity and, implicitly, 
on farmers' profits. The coronavirus pandemic has had a negative effect on the production and distribution chain 
of agricultural products. Thus, the restrictions imposed by the authorities had a negative effect on farmers' 
ability to sell their products. Although in some European countries these technologies have been used since 
2003-2004, in Romania the use of drone technology has been placed much less than it should be. 

An example of a project that combined traditional agriculture with modern agriculture (Agriculture 4.0) was 
the project carried out within the Research-Development Station for Agriculture Brăila, a project entitled 
AGRODATA. This was based on the desire of researchers from SCDA Brăila to help farmers in their 
production processes of agricultural crops and to guide them in good agricultural practices. Based on these 
guidelines farmers were able to access a number of innovative technologies, necessary to increase, develop and 
maximize the productivity of agricultural crops but especially, their conversion from a traditional agriculture 
to a digital agriculture. 

The role of this project implemented in Romanian agriculture was to arouse the interest of farmers for 
digitalization, for the use of new non-invasive technologies, friendly to the environment, technologies that have 
the role of substituting classical fertilization technologies, application of chemical fertilizers and plant 
protection products. With the help of the drone used in this project, a series of flights were carried out with the 
aim of making orthophotoplanes that identified certain aspects such as the content of phosphorus (figure 3), 
mobile potassium (figure 4), the total content of salts (figure 5). 

              Figure 3. Phosphorus content in the soil                                                 Figure 5. Potassium content of the soil   
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Figure 6. Total soil salt content  

In order to make a series of determinations on agricultural crops, a series of UAV drone flights were carried 
out on the maize crop in the experimental fields of SCDA Brăila, a drone that has the role of making 
orthophotoplans. Based on the results obtained by the drone, depending on the specificity of each crop, 
specialists made a series of observations on crops, observations such as plant emergence, density, observation 
of crop abnormalities (disease attack, pests), estimating and monitoring the content of minerals in soil, 
estimating the degree of pest attack, monitoring and their diseases in agricultural crops and estimating crop 
productivity, based on the above (Figure 6). 

 
Figure 7. Realization of flights with drone UAV corn culture CE Chiscani 

 

Following the drone flights, a series of data were identified and, following their analyzes and interpretations, 
the researchers from SCDA Brăila made determinations for each scanned culture. Following the interpretation 
of the data, at the level of certain lots (P1, P2 and P6 - the red plots identified with the red color in the 
orthophotoplan) different problems were identified such as: small amount of nitrogen (in the soil structure), a 
"ragged" appearance of corn , as well as the appearance of the burning phenomenon on the leaves of corn plants 
(Setosphaerie turcica) and the appearance of embers (Shacelotheca reiliana) (Figure 7). 
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Figure 8. Agrochemical results and field observations (corn crop orthophotoplan SCDA Brăila) 

 

After collecting and interpreting the data, an online database was created - the Blue Monitor system, a system 
with the role of storing pedo-climatic data received from: the weather station, ground sensors, UAV drone flight 
data. The purpose of this system is to disseminate knowledge on the (early) detection of diseases and pests, the 
preparation of reports on the typology of pests and diseases, the recommendations of specialists for crop 
treatment, prevention and diagnosis of agricultural crops. The AGRODATA online platform can provide (by 
interconnecting these technologies) a series of reports on the evolution of pedo-climatic indices, the degree of 
attack of diseases and pests, weather forecasts as well as optimal methods and technologies for applying 
fertilization and protection products. of plants, non-invasive products for the environment, humans and animals. 

CONCLUSIONS  
After Romania's accession to the European Union, agriculture went through a transition from a classic, 
traditional agriculture to a sustainable, sustainable agriculture friendly to the environment, human and animal 
health. Promoting resource efficiency and supporting the transition to a low-carbon economy, resistant to socio-
political changes and transitions, by increasing the efficiency of water consumption in agriculture (irrigation), 
the use of solar energy in agriculture, facilitating the supply and use of renewable sources (wind) and the 
reduction of nitrogen and methane oxides in agriculture were among the first points of discussion and 
negotiation at European level. 

These new technologies have the role of facilitating the work of farmers, of protecting the environment and of 
increasing the productivity of agricultural crops by implementing these technologies at farm level. Post-
accession technologies have had the effect of protecting the environment by conserving and regenerating the 
resources of agricultural agroecosystems. The implementation of the AGRODATA project in agriculture in the 
north of Bărăgan is an important step in the post-accession period, a period in which some farmers have 
developed both production technologies, processing technologies and cost reduction per hectare. 

The development of these online platforms and the adherence of farmers to them represented a much faster 
circulation of information as well as a dissemination of results obtained in agricultural crops, recommendations 
on treatments, recommended doses per crop, based on this information forming a basis that provides farmers 
information on the optimal pedo-climatic conditions (for each crop), plant health, degree of attack of diseases 
and pests, as well as recommendations of specialists from SCDA Brăila, recommendations on maximizing 
production, profit and reducing costs in agriculture. 
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Taxidermy effluent characterisation: A case 
study in the City of Tshwane 

 

Anoesjka Masilela 1, Martie A.A Coetzee 2, Lizzy Mpenyana-Monyatsi3 

Abstract 
South Africa is a well-known destination for local and international trophy hunters. The hunted animal 
carcasses are processed to produce game trophies at taxidermies, which are mostly situated in the vicinity 
of hunting farms. Processing of skins and skulls produce effluents containing chemicals which could pose 
environmental risks. Furthermore, data about the quantity and quality of taxidermy effluents are scarce. 
This investigation monitored a taxidermy on the outskirts of City of Tshwane, South Africa, which 
discharged their effluent into an evaporation pond, known to emit bad smells. Effluents from the different 
processes were sampled for COD, chrome, chloride, fats and oils, sulphates, sodium, pH and conductivity, 
over a period of two years. In the same period an estimation was made of the volumes of water used in each 
of the treatment processes. A mass balance approach was used to determine the concentrations of the 
pollutants in the final effluent. The concentration of major pollutions in the effluent were as follows: 11 166 
mg O2/L (COD), 2 269 mg Cr/L, 2 486 mg fats and oils /L. The pH and conductivity ranged between pH 
3.2 - 7.9 and 120 - 9 741 mS/m, respectively. The volume of the effluent produced was ca 34 m3/a, which 
resulted in mass loads of 377 kg COD/a, 16 kg Cr/a, and 64 kg fats and oils/a. These pollutants would 
dilute out if discharged into a large water body but the high concentrations of COD, fats and oils, and Cr 
pose serious environmental risks. The high COD, fat and oils concentrations just below effluent outfall 
would create anaerobic conditions which could negatively impact the aquatic environment. Chromium (III) 
could accumulate in the environment to toxic levels. Therefore, it is recommended that the effluent should 
be treated to remove fats and oils and to reduce the COD and chromium.  

Keywords: taxidermy effluent, production of animal trophies, water pollution 

1. INTRODUCTION 
South Africa has a large number of different wild animal’s species which can be hunted. It is also a favoured 
destination for international trophy hunters [6]. The financial contribution of the taxidermy industry towards 
the South African wildlife economy is estimated at approximately R1,5 billion [4]. The hunted animals are 
processed to produce game trophies at the taxidermy.  The game trophies are usually fully tanned skins and/or 
mounts i.e. full, half and shoulder in a life like manner for display. This includes the treatment of skulls (bones), 
horns/antlers, hooves, claws, teeth [3].  

Effluents from taxidermies could be high in organic matter, dissolved salts, chromium, acids and fats and oils. 

Majority of taxidermies are located in areas where there is no sewer reticulation resulting in the discharge of 
effluent into ponds or other on-site treatment facilities. The taxidermy that was investigated is situated in the 
periphery of the City of Tshwane, in an area where there is no sewer reticulation system.  The effluent produced 
from the processing of skins and skulls is currently discharged into an evaporation pond. There was a rotten 
egg smell emitted from the evaporation pond. 
 
The aim of this study was to determine the quality and quantity of the effluent discharged by the taxidermy 
 
 
 
1Corresponding Author: Department of Environmental, Water and Earth Sciences, Faculty of Sciences, Tshwane University 
of Technology, P/B X 680, Pretoria, 0001, South Africa, anoesjkam@gmail.com 
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2. MATERIALS AND METHODS  

o Operation of the taxidermy 
The taxidermy produced flat skins, mounted skins and bleached skulls. The skins were processed in a series of 
batch operations. Most of the operations were done in 200 L – 2 000 L containers, filled with a mixture of water 
and the chemicals required in each process. When skins were taken to the next process some of the liquid was 
absorbed onto the skin, which resulted in toping up the level in the previous process container. When the liquid 
became too contaminated the contents were drained to an on-site evaporation pond. 

 

Figure 1: Flow diagram of effluent generation during treatment of game trophies (heads and skins) at a 
taxidermy 
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Table 1: Chemicals used in the Taxidermy treatment processes 

 
The volume for each process discharged was estimated by determining the dimensions of the containers using 
the following calculation π x r 2 x h and (L x W) x h. The h being the height of the liquid in the container when 
discharged and the frequency of discharge. 

Effluent samples from soaking, pre-pickling, post-pickling oil tanning, degreasing, chrome tanning, boiling, 
bleaching and washing processes were collected weekly, bi-weekly and monthly for a period of two years. 

The concentration of the pollutants in the final effluent was calculated from the annual mass load and the total 
volume annual discharged. 

4.2. Sample analysis 

Methods used to analyse the parameters of concern 

Determination of Ammonia, Chlorides Orthophosphates and Sulphates 
Thermo Scientific Aquakem 250 Instrument, Standard Methods for the Examination of Water and Wastewater 
[2] 
Determination of Chromium and Sodium 
Optical Emission Spectrometer 5300 DV Instrument, Standard Methods for the Examination of Water and 
Wastewater [2] 
Determination of Chemical oxygen demand   
Open Reflux Method [2] 
Determination of Electrical Conductivity and Ph  
Measured onsite with a multi meter Hatch HQ40d  
Determination of Fats and Oils  
Partition-Gravimetric Method [2] 
 
 
 
 
 
 
 
 
 

Process Chemicals 
Skins  

Curing Sodium Chloride 
Soaking Sodium Chloride washed out of cured hides and skins 

Detergent which was discontinued 
Pre-pickling Sodium Chloride 

Formic Acid 
Post-pickling Sodium Chloride 

Formic Acid 
Oil Tanning Sodium Chloride 

Eskatan GLH Liquid 
Degreasing Bicarbonate of soda 

Gelcon PK Degreaser Conc 
Sodium chloride 

Chrome Tanning Aluminum Sulphate 
Chromosol B (chrome (III) sulphate) 

Eskatan GLH Liquid 
Lutan FN (aluminum complex salt) 

Sodium Chloride 
Skulls  
Boiling Sodium Chloride 

Bleaching Hydrogen peroxide (Bleach) 
Washing Detergent  
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3. RESULTS 
Number of skins/skulls processes 

 
Figure 2: Number of skins and skulls processed between May 2016 and April 2018 

 

Table 2: Volume of effluent produced per annum during the taxidermy effluent treatment processes 

Process Number of skins produced per 
annum  

Effluent produced per year (m
3
) 

Skins   
  

Soaking 1 124 ± 123  1. 75 ± 0.27 
Pre-pickling 1 124 ± 123  1.16 ± 0.001 
Post-pickling 1 124 ± 123  1.02 ± 0.001 
Oil Tanning 337 ± 37 1.12 ± 0.001 
Degreasing 787 ± 86 1.10 ± 0.12 
Chrome Tanning 787 ± 86 3.37 ± 0.37 
Total for skins 1124   ± 123 6.15 ± 0.29 
Skulls - - 
Boiling 562 ± 62 16.86 ± 1.85 
Bleaching 562 ± 62 3.15 ± 1.06 
Washing 562 ± 62 2.86 ± 0.31 
Total for skulls 562 ± 62 22.87 ± 3.22 

 
Chemical Oxygen Demand 
The average chemical oxygen demand concentration for the taxidermy treatment processes  which were above 
5000 mg O2/L were as follows; pre-pickling 15 028 ± 3 742.12 mg O2/L, post pickling 16 720.91 ± 4 072.83 
mg O2/L, oil tanning 23 863.21 ± 10 610.51 mg O2/L, degreasing 23 272.38 ± 7 937.81 mg O2/L, chrome 
tanning 21 799.40 ± 10 071.66 mg O2/L, boiling 8 479.16 ± 3 432.09 mg O2/L, bleaching 6 307.42 ± 5 707.74 
mg O2/L and washing 5 974 ± 3 124.07 mg O2/L. The calculated COD concentration in the effluent would be 
11 166.03 mg O2/L with a mass load of 376.70 kg O2/a. The highest COD mass loads from Figure 3 were from 
Chrome Tanning 102.91 ± 47.55 kg O2/a, and Boiling 142.96 ± 57.87 kg O2/a processes. 

 
Figure 3 : Chemical Oxygen Demand Mass Load, kg O2/a, for the different taxidermy treatment  processes 
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Nitrogen compounds (Ammonia, Nitrate and Nitrite)  
Ammonia 
Soaking process was the only process with a high ammonia concentration and mass load, namely 74.73 ± 28.29 
mg N/L and 0.13 ± 0.05 kg N/a. Other treatment processes less than 1 mg N/L. 
Nitrate/ Nitrite 
Nitrate/Nitrite concentration for taxidermy treatment processes was less than 1 mg N/L. 
Ortho- phosphate 
The ortho-phosphate concentration for the treatment processes above 8 mg P/L  were as follows;  soaking 18.64 
± 5.63 mg P/L, pre-pickling 17.61 ± 1.28 mg P/L, post-pickling 29.23 ± 25.87 mg P/L, for skins. For the game 
skulls; boiling 15.18 ± 5.82 mg P/L, bleaching 0.83 ± 1.16 mg P/L and washing 0.37 ± 0.14 mg P/L. The 
calculated orthophosphate concentration in the effluent would be 10 mg P/L with a mass load of 0.35 kg P/a. 
The orthophosphate mass loads as shown in Figure 4 were all less than 1 kg P/a. 

 
Figure 4: Ortho-phosphate Mass Load in, kg P/a, for the taxidermy treatment processes 

Chlorides 
The results for the chlorides in the taxidermy process liquors which were above 69 mg Cl-/L as indicated in  
were as follows: soaking 16 799.33 ± 1 971.62 mg Cl-/L, pre-pickling 20 694.31 ± 2 282.51 mg Cl-/L, post 
pickling 20 733.91 ± 2 409.61 mg Cl-/L, degreasing 16 171.03± 1 595.79 mg Cl-/L, oil tanning 18 938.72 ± 2 
181.49mg Cl-/L, chrome tanning 15 491.60 ± 5 342.62 mg Cl-/L, for skull treatment boiling 1 313.87 ± 566.43 
mg Cl-/L, bleaching 295.39 ± 488.90 mg Cl-/L and washing 76 ± 27.61 mg Cl-/L .The calculated chloride 
concentration in the effluent was 6 222.46 mg Cl-/L with a mass load of 209.92 kg Cl-/a. The highest chlorides 
mass load from Figure 5 was 73.14 kg Cl-/a from Chrome tanning. 

 
Figure 5: Chlorides mass load in, kg Cl-/a, for the taxidermy treatment processes 

Sodium 
Analysis results obtained for sodium  which was above 300 from the following processes soaking process 15 
125.97 ± 3 442 mg Na+/L, pre-pickling 27 279.79 ± 4 774.97 mg Na+/L, post-prickling 28 737.55 ± 4 462.02 
mg Na+/L, oil tanning 21 916 ± 2 737.75 mg Na+/L, degreasing 24 492.65 ± 4 186.35 mg Na+/L, chrome 
tanning 22 711.49 ± 4 466.81 mg Na+/L, boiling 1 043.25 ± 592.57 mg Na+/L of skulls. The calculated sodium 
concentration in the effluent would be 7 835.95 mg Na+/L with a mass load of 264.35 kg Na+ /a. The highest 
sodium mass load from Figure 6 was 107.22 kg Na+ /a from Chrome tanning. 
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Figure 6: Sodium mass loads in kg Na+ /a for the taxidermy treatment processes 

Sulphates 
Analysis results obtained for sulphates above the limit of 1800  were as follows; soaking process 1 173 ± 281.69 
mg SO42-/L, pre-pickling 2 370.23 ± 780.76 mg SO42-/L, post pickling 2 179.45 ± 1 529.06 mg SO42-/L, oil 
tanning 3 812.67 ± 292.58 mg SO42-/L, degreasing 1 978.37 ± 1 587.01 mg SO42-/L chrome tanning 7 592.52 
± 2 060.39 mg SO42-/L. The calculated sulphates concentration in the effluent was 1 580 mg SO42-/L. The 
highest sulphates mass load from Figure 6 was 35.84 ± 9.72 kg SO42-/yr from chrome tanning . The calculated 
sulphates mass load would be 53.44 kg SO42-/a. 

 
Figure 6: Sulphates mass loads, kg SO42-/a for the taxidermy treatment processes 

Total Chromium  
Chromium was only found in the following treatment processes: pre-pickling (18.5 ± 2.08 mg Cr/L), degreasing 
(3.69 ± 1.26 mg Cr/L)   and chrome tanning (3 352.55 ± 750.22 mg Cr/L). The final concentration was found 
to be 2 269 mg Cr/L with mass load of 16 kg Cr/a. 
Total Fats and Oils 
Fats and oils were detected in the following processes, tanning oil 10 528 ± 4 434.51 mg/L, chrome 3 962 ± 1 
576.89 mg/L, boiling 1 788.13 ± 570.11 mg/L and bleaching 1 157.53 ± 1 170 mg/L. Mass load and effluent 
concentration were 64.28 kg/a and 2 486.74 mg/L respectively. The highest mass load in Figure 7 was from the 
boiling 30.15 ± 9.61 kg/a 
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Figure 7: Total Fats and Oils in kg/a, for the taxidermy treatment processes 

pH  

The pH values for each process were as follows: soaking 7.12 ± 0.36 pH,degreasing 7.17 ± 0.43 pH, pre pickling 
3.18 ± 0.12 pH, post pickling 3.14 ± 0.31 pH, oil tanning 3.4 ± 0.18 pH, chrome tanning 3.19 ± 0.28 pH , 
boiling 7.00 ± 0.51 pH, bleaching 7.59 ± 0.5 pH and washing7.92 ± 0.43 pH. 

 
Figure 8: pH Value for the taxidermy treatment processes 

 
 
Electrical Conductivity 
The electrical conductivity measured for the soaking process 5 631.16 ± 1 243.93 mS/m, pre-pickling 9 678 ± 
1 602.48 mS/m, post pickling 9 741.55± 1 478.01 mS/m, oil tanning 7 320 ± 1 035.06 mS/m, degreasing 7 
667.59 ± 1 177.73 mS/m, chrome tanning 7 240.50 ± 891.72 mS/m, boiling 835.72 ± 343.12 
mS/m,bleaching154.17 ± 45.98 mS/m and washing 120 ± 27.11 mS/m 
 

 

Figure 9: Electrical conductivity in mS/m for the taxidermy treatment processes 
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Table 4: Calculated final effluent concentrations and mass loads discharged from the taxidermy 

Parameter Calculated concentrations in the final 

effluent discharged to the pond. 

Limits set by City of Tshwane 

(mg/L) 

Ammonia (mg N/L) 4 31  
Chemical Oxygen Demand (mg O

2
/L) 11 166 700 - 5000  

Chloride (mg Cl
-
/L) 6 222 69* 

Chrome (Total), Cr
3+

) 
(mg Cr/L) 

2 269 20  

Ortho-phosphate (mg P/L) 10 8 

Fats and oils (mg/L) 2 486 500 - 2000  

Sulphates (mg SO
4

2-
/L) 1 580 1800 

Sodium (mg Na
+
/L) 7 835 300 

* Chloride limit determined by designated wastewater treatment works inflow chloride concentration 

DISCUSSIONS 
The high concentrations were due to the chemicals added as well as the physical properties of the skins and 
skulls. 

The high COD was mainly due to the skulls as they were boiled with some fat attached to them. High chemical 
oxygen demand would result in depletion of dissolved oxygen within surface water which can displace aquatic 
ecosystem 

The fats and oils originated from processing of skulls and skins. From the skulls during boiling and bleaching.  
From the skins during fatliqouring and addition of fatliqour to the treatment processes such as chrome tanning 
and oil tanning.  

o  Major pollutants of concern:  

Chromium  
• Mainly in the form of Cr3+ is less toxic than Cr6+.  
• While Cr3+   is a nutrient for human in trace amounts.  
• The oxidation of Cr (III) to Cr(IV) is mostly very slow and of little concern [1].  
• Howevere disinfectants which are commonly used in the treatment of drinking water can oxidize 

Cr(III) to Cr(IV), especially when chlorine and ozone were used as oxidants [5]. 
 
The presence of fats and oils in high concentrations can lead to the following; blockage of municipal sewer 
line leading to sewer manhole overflows and reduced oxygen transfer from the atmosphere into surface water 
due to formation of oil and fat layer. 
 
The low pH of the effluent can result in loss of non-permeable nature of lining due to corrosive nature of the 
acidic taxidermy effluent which could result with ground water pollution. 

The high TDS is due to the increased use of sodium chloride and other inorganic salts. Although the 
concentrations of some pollutants were high, due to the small volumes used the mass loads were relatively low, 
which could reduce the impact on receiving waters. High concentrations could severely impact the environment 
just below the outfall. 

Recommended that Fats and oils, COD and Cr3+ are removed before discharge. 

5. CONCLUSION  

The effluent contains high concentrations of the following parameters which could pose an environmental risk: 
Chemical Oxygen Demand (COD) with a concentration of 11 166 mg O2/L, Chrome (Total), Cr3+) 2 269 mg 
Cr/L, Fats and Oils 2 486 mg/L It is recommended that these pollutants are removed before discharge into the 
environment or an alternative would be discharge into a municipal sewer in line with municipal regulations. 
Further studies should be done to determine the most efficient and cost effective method for discharge.  
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Abstract 
Climate change in southeastern Romania has been observed especially in the last decade, by increasing 
average seasonal and annual temperatures, decreasing average annual rainfall, but especially by extreme 
phenomena of heat, strong wind, hail and desertification. Due to this, in the dry years, such as the last two 
agricultural years, the productions decreased very drastically even in the irrigated areas, feeling the need 
to practice double or successive crops, in order to increase the productions per hectare. This paper presents 
a multifactorial experience, with 5 species of agricultural crops, sown with different densities and fertilized 
differently, going through all stages, from motivating the graduation of experimental factors, to soil 
analysis methods and production results obtained, including efficiently economic and recommendations 
made for farmers. 

Keywords: successive/double crops, agriculture, climatic change conditions 

1. INTRODUCTION 
Climate change is one of the most complex issues we face today. This involves many dimensions - science, 
economics, society, politics but also moral and ethical questions - and is a global problem, felt on a local scale, 
which will exist in the coming decades and centuries. Climate change mitigation involves reducing the flow of 
greenhouse gases that capture heat into the atmosphere, either by reducing the sources of these gases or by 
improving filters that can accumulate these gases, such as oceans, forests and soil. 
(https://climate.nasa.gov/solutions/adaptation-mitigation ). 
According to climate scenarios for global warming, an increase in average temperature by 2090 is forecast, 
compared to the period 1980 - 1990 (historical data) with values between 1.8° C and 4.0°C, as seen in attached 
figure. In Europe, for the projected water deficit, there is an increase in the southern and south-eastern regions. 
There is currently a significant deficit in the south-western part of Europe, but if no measures are taken to 
reduce greenhouse gas emissions in the coming years, there will be an increase in global warming. , which will 
lead to a deficit of 35 to 100 mm of rainfall annually in the plain areas and an increase of 60 to 100 and even 
more than 100 mm of rainfall / year in mountainous areas. Recently, in South-Eastern Romania, there has been 
a significant increase in average annual temperatures and a decrease in average rainfall, so that the phenomenon 
of desertification is much more obvious and agricultural crops become inefficient. 
At present, Romanian agriculture is facing serious problems related to climate change, in the sense of expanding 
aridization in large agricultural areas. These changes are manifested by the decrease of the annual precipitation 
level, by an uneven distribution of them both in time and space and especially by a delay of the water intake 
compared to the critical moments of the plants, by an increase of the diurnal temperatures and an intensification 
of the winds, through a reduction of the characteristics of some seasons (there were years in which it can be 
stated that we had only two seasons). 
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Romania dana.trifan@yahoo.com   
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Over the last decade, there has been an increase in demand for agricultural products - both for food and fuel. 
One way to increase agricultural production is by expanding cultivated land, but multiannual studies by the 
United States Department of Agriculture (USDA) indicate that about one-third of the expansion of maize-
growing areas has changed from hay production in the Program Conservation Reserve (CRP) registration or 
use of grazing land (Wallander et al., 2011). 
Thus, the expansion of agricultural land is not without negative consequences on the environment and land that 
remains pasture greatly helps the nature and habitat of wildlife (Claassen et al., 2011), including carbon 
reduction benefits (Horowitz and Gottlieb, 2010). 
Another way to increase the production and economic profitability of agriculture is by intensifying the use of 
existing agricultural land, respectively by successive or double crops, on the same land, in an agricultural year. 
However, there are authors who do not recommend the practice of successive crops because the phenomenon 
of soil fatigue occurs by degrading the soil structure, excessive consumption of mineral elements and decreased 
microbiological activity. That is why there is a need for in-depth research, both in terms of developing crop 
technologies and economic efficiency of double crops, and in terms of the influence of successive crops on soil 
fertility. 
In Romania, the most practiced successive agricultural crops are those with a vegetation period of less than 100 
days for grain harvesting, or species used as green fodder. The fact that in the South-East of Romania the 
autumn season has become warmer and longer, and the soils are fertile and with the possibility of being 
irrigated, denotes the possibility for farmers to obtain on the same land two crops in the same year, if they use 
appropriate technologies, based on agrochemical laboratory analyzes and correct fertilization plans and 
irrigation norms. 

2.MATERIAL AND METHOD 
A multi-annual analysis of the main climatic parameters (air temperature and precipitation) over a period of 
120 years (1900-2020) attests to the changing trends for the North Baragan area, with profound implications in 
the behavior of cultivated plants and the requirements of technological retreats. By analyzing the multiannual 
dynamics of air temperatures, it attests in 2018 that, compared to the period 1945 - 2000, with thermal values 
mostly below 11oC (average over 118 years), from 2000 until now the thermal values have increased 
progressively, with a rate of 0 , 05oC / year. Starting from this rate, there is a prospect of increasing the average 
temperature by 0.4oC by 2025 (respectively reaching values of 12.1oC), and by 1.6oC in 2050 (respectively 
reaching the value of 13.3oC) (Fig. 1). 

 
Figure 1. Graph of temperatures evolution in period 1900 – 2020 and perspective for the next 50 years 

 

 
At SCDA Brăila, the experience from the project with successive crops was located in 2020 after the wheat 
crop, in the area represented in the map in figure 2, the center of the experimental plot having the GPS 
coordinates 45 ° 12'14.7 "N 27 ° 55'00.5" E. 
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Figure 2. Satellite map of the location of the experience with successive crops,  

within CE Chiscani - SCDA Brăila, 2020 
As experimental factors, the proposed successive crop species were used (V1 - maize - hybrid P9241 FAO 330, 
V2 - sunflower - hybrid P64LE99, V3 - soybean - Triumph variety, V4 - hemp - Successive variety), different 
densities of sown to the first three different species and basic fertilization rules, as well as the introduction of a 
new drought - resistant species (sorghum - hybrid ES Alize - V5), according to the scheme in figure 3. 

 
Figure 3. The scheme of experience about successive cultures,  

with different doses of fertilizer and different densities 
The experience of successive crops was located after the wheat harvest, on 10.07.2020, using two norms of 
basic fertilizer, respectively the norm of 200 kg / ha NPK 18-46-0, commonly used, and the double norm, of 
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400 kg / ha NPK 18-46-0, corroborated with different sowing norms, in order to determine at harvest, which 
are the most efficient sowing and fertilizing norms, for the increase of the productions to the successive crops, 
in the conditions of the climatic changes felt in Bărăganul de Nord. 
Immediately after harvesting the wheat crop, the sowing of successive experimental crops began, both for the 
study of fodder production, but also for use as green manure, to increase soil fertility. The disadvantage is the 
high costs of preparing the field (preparing the soil for sowing) and the risk of growing and developing plants 
in case of drought. 
Therefore, soil preparation began immediately after harvest, and the depth of tillage was reduced to a minimum 
to keep moisture in the soil. Due to the insufficiency of water in the soil, it is risky to use successive crops 
before sowing autumn crops. On lands with a high level of weed infestation, especially perennials, such as: 
palamida, susaiul, volbura, etc. deep plowing and / or loosening or loosening with the arrow coulter is used to 
cut the entire surface to the depth established for the aburians difficult to remove. If there are no problems with 
perennial weeds, the costs of tillage and the risk of moisture loss can be reduced by surface tillage or by using 
direct sowing in the stubble (No-Till). For the successful cultivation of successive crops as green manures it is 
necessary that the period between harvesting the previous crop and sowing the next crop is at least 45–60 days, 
and soil moisture is sufficient for germination and plant growth. On dry lands and in dry years there is a danger 
of decreasing the production per hectare of subsequent crops due to the drying up of water reserves in the soil 
profile. This is especially true in dry areas, on easily dry soils and poorly fertile soils in dry localities. 
Depending on the cultivation technologies and the estimation of the harvests for each experimental variant, the 
economic efficiency was calculated and recommendations were formulated regarding the practice of successive 
crops in the pedoclimatic conditions from the Brăila Plain. 

3.RESULTS AND DISCUSSION 
Taking into account that the location of the experiment with successive crops was in irrigated system, after 
harvesting the wheat, the weeding work was carried out at 20cm, followed by basic fertilization with two norms 
in the two blocks F1 and F2, then discussed, for incorporation in soil and preparation of the germination bed, 
after which the sowing was done with different norms. 
The graduations of the experimental factors were established with the help of Solorrow application, which 
provides prescription maps of fertilization doses and sowing densities by satellite soil scanning and averaging 
over the last 5 years the distribution of biomass development, determined by the fertility of the surface. With 
the help of this application, the minimum application rate of the basic fertilizer was determined, respectively 
200kg / ha, and for comparison, two experimental blocks were created, one with fertilization of 200kg / ha and 
one with double norm, of 400kg / ha (Fig. 4 a). For the treatment with foliar fertilizers, establishing a norm of 
1l Gekka / 200 l water / ha (Fig. 4 b) and for the sowing densities 3 different densities were chosen for corn, 
sunflower and soybean, and only a sowing density for hemp and sorghum in the two differently fertilized blocks 
(Fig. 4 c). 

 
Figure 4. Determination of fertilization doses and sowing densities using the Solorrow application, 

within the experience with successive cultures at SCDA Brăila 2020 
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At SCDA Brăila, in the climatic conditions of extreme drought registered in 2020, after the application of 5 
irrigation norms with 500mc / ha each, the productions of corn, sunflower, soybean, hemp and sorghum 
successively cultivated were differentiated only by technology applied. 
Figure 5 shows images from the experience with successive crops at SCDA Brăila, in different phases of 
vegetation, respectively at sunrise, in the block fertilized with 200kg / ha NPK 18: 46: 0 (F1) and in the fertilized 
block with double dose (F2 - 400kg / ha 18: 46: 0). 

 
Figure 5. Images from different phases of successive crop in 2020 year 

 

Based on the climatic data recorded daily at CE Chiscani, SCDA Brăila, it was possible to make a graph of 
minimum and maximum temperatures, the amount of useful degrees accumulated from sowing to harvesting, 
as well as the accumulated precipitation during this period (fig. 6). 
It is observed that the need for useful degrees above 6oC accumulated between July 10, 2020 - October 18, 
2020 was sufficient for corn, sunflower, soybeans and hemp, but insufficient for sorghum cultivation, which is 
a thermophilic species, with a required GDU between 2500 - 3500, which was also observed in the lower 
productions obtained by sorghum in successive cultivation. 
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The maximum estimated maize production per hectare was obtained by the double fertilized variant (400kg 
NPK 18: 46: 0) and with the minimum sowing density of 70000 bg / ha, followed by the single fertilized variant 
(200kg NPK 18: 46: 0) with the sowing norm of 80,000 bg / ha (fig.7 a). 
The sunflower production cultivated successively at SCDA Brăila, with different fertilization doses and sowing 
densities was higher at the dose of 400kg NPK 18: 46: 0 and the sowing density of 65000 bg / ha, followed in 
descending order by the variant fertilized with a dose of 400kg NPK 18: 46: 0 and the sowing density of 55000 
bg / ha, and the variant fertilized with 200kg NPK 18: 46: 0 and the sowing density of 75000 bg / ha (fig. 7b). 
In soybean cultivation, the highest yields were obtained by the fertilized version with a dose of 400 kg / ha 
NPK 18: 46: 0 and the sowing density of 550000 bg / ha, followed by the variant fertilized with 200 kg / ha 
NPK 18:46 : 0 and the sowing density of 450000 bg / ha and the variant fertilized with 200kg / ha NPK 18: 46: 
0 and the sowing density of 550000 bg / ha (fig. 7c). In the successive crops of hemp and sorghum, fertilized 
with different doses, the highest yields were obtained by the variants fertilized with 400kg / ha of N: P: K 18: 
46: 0 (fig. 7d), with a production difference of 20kg / ha for hemp and 253 kg / ha for sorghum. 
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Figure 7. Average production at corn, sunflower, soybean, hemp and sorghum in successive crop, in 2020 

The economic efficiency was estimated according to the technological links within each successive crop and 
experimental variant, initially calculating a cost price per kg, and according to the estimated productions per 
hectare and the selling price from 2020 (0.6 lei / kg corn, 1.3 lei / kg sunflower and soybeans, 30 lei / kg hemp 
C1, 0.5 lei / kg sorghum), the profit was calculated by difference for each experimental variant of species x 
fertilization dose x sowing density (fig. 8 ). 

 
Figure 8. Efficiency of successive crops in climatic condition of year 2020, South Eastern of Romania 

 

Calculating the average profit for each experimental variant, a comparative analysis of the profit obtained (in 
relative values -%) of each successive crop fertilized and sown with variable rates was prepared, in order to 
then formulate technology recommendations for successive crops in the Brăila Plain. 
For maize in successive cultivation, the most significant results regarding the economic efficiency obtained 
within SCDA Brăila in 2020 compared to the average of 1917 lei / ha were achieved by the sown variant with 
a density of 60,000 bg / ha, double fertilized (400kg complex 18: 46: 0), followed by the variant sown with 
70,000 bg / ha fertilized with a single dose of 200kg complex 18: 46: 0 and the variant sown with a density of 
60,000 bg / ha simply fertilized, the percentage differences from the average profit being + 31% , respectively 
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22% and 14%. For sunflower, a very significant percentage difference was obtained compared to the average 
profit of 505 lei / ha for the D2F2 variant - with sowing density of 60,000 bg / ha fertilized with double dose 
(151%) and distinctly significant for the D3F1 variant - with density of 70,000 bg / ha simply fertilized (90%), 
followed by the D1F2 variant - sown with 50,000 bg / ha, fertilized with double dose (67%). 
In soybeans in successive crops, all experimental variants obtained negative results on the profit per hectare, 
compared to the average profit per successive crop (-351 lei / ha), and in hemp and sorghum it was possible to 
highlight the increase of profit by doubling the fertilization norm only at hemp, while in sorghum the profit was 
higher for the fertilized version with normal dose, this result being explained by the different selling price of 
the two products (much lower in sorghum, compared to hemp). 
For a more succinct highlighting of the suitability of successive crops in the Brăila Plain, based on the results 
obtained in the experience with successive crops in 2020 at SCDA Brăila, a comparative analysis of profit was 
made for each variant with the average experience (724.4 lei / ha) (Fig. 9). 
It can be concluded that the best species for successive crops are corn, followed by sunflower and hemp. 
Sorghum and soybeans, although they can add value per unit area, the crops are far too small to cover the cost 
per hectare. 

 
Figure 9. Graph of the percentage differences between the profit of each experimental variant with the 

average profit on each successive crop, obtained at SCDA Brăila, in 2020 

CONCLUSIONS 
 The year 2020 was an extremely difficult year from the climatic point of view in the Brăila Plain 

area, due to the extreme pedological drought, lack of precipitation, atmospheric heat recorded during 
flowering and fruiting, which is why the experimental results cannot be generalized, it is necessary 
to continue the studies started. 

 However, it can be noted that the profit per hectare can be significantly increased in areas with the 
possibility of irrigation, by corroborating technological links with climatic factors and cultivated 
species and by developing efficient technologies for successive crops. 

 From the experience of the five successive crops practiced at SCDA Brăila in 2020, in irrigated 
system, we can conclude that the most efficient species for increasing economic efficiency per hectare 
could be corn, followed by sunflower and hemp, with technological requirements specific to each 
crop, respectively a low or medium sowing density and a double dose at basic fertilization. 

 It should be specified that the experience was in the first year of study, and the year 2020 was 
extremely dry and atypical in terms of climate compared to previous years, which is why it will be 
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necessary to continue studies on the practice of successive crops in pedoclimatic conditions from the 
Brăila Plain. 
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Fever Detection from Human Thermal 
Images with Deep Learning Methods 

Aysen Ozun Turkcetin1, Mustafa Onurcan Sahan2, Humbat Nasibov3 

Abstract 
Fever is one of the most widely appeared symptom in influenza and similar diseases. Therefore the detection 
of the fever is important for revealing of these diseases. In this regard, remote and non-contact 
measurement of human body temperature has an importance role, and became a mandatory action during 
pandemic, especially in the Covid-19. During both epidemic, SARS and Covid-19, remote fever screening 
has importance in preventing the spread of the disease in public places, such as airports, shopping malls, 
schools, and hospitals, etc. Thermal cameras have become important tool in fever mass scans because of 
their remote and fast measurement capabilities. In the pandemic period, it has become mandatory to wear 
a face mask, which has deteriorated the ordinary use of thermal cameras for fever detection. Most 
traditional face detection algorithms used for fever detection with thermal cameras failed, since the mask 
affects head thermograms of a person. Last years, various artificial intelligence-based systems to process 
thermal camera thermograms have demonstrate tremendous results. In this study, we employed a deep 
learning method, particularly different variations of YOLO algorithms, to assess the human body 
temperature and detect the fever by real time processing of face mask wore human face thermograms. We 
compared the success rates of these algorithms in detecting the human face, mask, glasses, and temperature 
value from the thermograms.  

Keywords: Artificial Intelligence, Deep Learning, Face Detection, Fever Detection, Mask Detection, 
Thermal Camera Images 

1.INTRODUCTION 
Pandemic diseases caused by similar to Covid-19 viruses have appeared many times in the human history and 
often altered ordinary lifestyle. One of example of such alteration is the wearing of the face mask during the 
last pandemic. Most diseases caused with influenza and Covid-19 viruses are resulted in the increase of human 
body temperature, i.e. a fever. While the normal human temperature is about 36.5-37 ºC, the body temperature 
of patients carrying viruses reaches up to 37.5-39 ºC [1]. The human body temperature (i.e. fever) is used to 
detect a person with the possible disease for the further prevention of other people to contact with him.  

There are several types of thermometers to measure the human body temperature. Last years along with the 
classical thermometers (contact thermometers), infrared thermometers and thermal cameras have been used 
widely to measure human body temperature [2]. With the introducing the social distance during the last 
pandemic the significance of the remote and non-contact human temperature measurements became obvious[3].  
Therefore, thermal cameras with a long-distance temperature measurement capability and fast detection ability 
are most demanded tools for human fever detection at places where a human flow rate is high. Briefly, thermal 
cameras converts the thermal radiation from the human body (i.e. from face) to an electrical signal, where the 
value of this signal is proportional to the temperature (and emissivity) of the corresponding point of the scene 
under the test. The thermography (temperature measurements with a thermal imager) method is passive and 
non-contact. The digitized out of thermal cameras is a thermal image, often named as a thermogram. The 
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thermogram bears the information about the temperature distribution of the scene within the field of view the 
cameras.  An example of a human face thermogram is shown in Fig.1.   

 

 
Figure 1. The area where the best temperature measurement will be made in the human body is the inner canthus in the 

eye. 

The best position on the human face to measure a human body temperature is the dimples of both eyes away 
from the nose [4]. In Fig. 1, the eye inner canthus is shown as the region where body temperature is best 
measured for human beings. Therefore, a system for automatized detection of fever at public places should be 
able to acquire a human face thermogram, locate the eye inner canthus and asses the temperature. It becomes 
more difficult when people wears a face mask, eye glasses, etc.  These artifacts significantly deteriorate the 
results of conventional object detection methods, especially in thermograms. Nowadays, artificial-intelligence-
based models are most widely used approaches for object detection. Recently, in visible image processing 
domain deep learning methods are demonstrated significant results in detection of people with and without the 
face mask [5].    

In this work we present the results of application of deep learning methods to the object detection in 
thermograms. Particularly, the work is focused on the detection of the human face, a face mask, eye glasses 
and region of the eye inner canthus in thermal images.  For this purpose we created a new dataset with 
thermograms of people with and without the face mask, at different distances and with various spatial 
resolutions. Then we used this dataset to train two versions of YOLO, namely YOLO-Tiny and YOLO V4 to 
detect the human face, mask, eyeglasses and finally to locate the forehead area. As a result of the training of 
both algorithms and their comparison were made and for both approaches the success rates higher than 99% 
were obtained. The algorithms were implemented in a real time fever detection system comprising a FLIR 
T1020 model thermal camera conjugated with a computer system, which was established at the entrance of 
TUBITAK UME and employed during last year.   

 

2.MATERIALS AND METHODS 

o Thermal Dataset 
The thermograms for the dataset were collected from more than 35 volunteers during a month. The 
thermograms contain thermal images obtained ate different face poses from different angles of view (Fig.2.). 
Besides, images were recorded at different groups of people with and without eyeglasses and a face mask. The 
dataset contains 606 thermal images with various spatial resolutions and background. Another step is the 
labeling process of the collected data. We labeled images as the face, mask, glasses, and eye area. 
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Figure 2. Thermal data set containing the person poses used in the study. 

o YOLO based Deep Learning Models 
Briefly, in the YOLO approach the algorithm initially accepts the input image as an SxS dimensional grid [6]. 
Then, the input image is processed for: i) the determination of the border boxes for prediction of objects, and 
ii) for producing predictive class maps. YOLO uses convolution layer architecture on its basis. There are 
convolution layers within the DarkNet framework. YOLO usually uses the ImageNet dataset and DarkNet 
framework for the training [7]. Fig. 3 shows a simplified model architecture of the YOLO. 

 

 
Figure 3. YOLO model architecture [8]. 

  

For each box, 5 prediction parameters have C conditional probability: 
• Midpoint of x, y grid cells (x € [0..1]) 
• 𝑤𝑤,ℎ : width, height 
• 𝑜𝑜𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∶ Confidence Score (Objectness) 
• 𝐶𝐶1,𝐶𝐶2, … … 𝐶𝐶𝑛𝑛 : Conditional Class Probability 

For each box the trust score calculation is given in Equation 1: 

 𝑂𝑂𝑂𝑂𝑂𝑂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = Pr(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) ∗  𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ,𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝     
               (1) 

 Conditional class probability is given by Equation 2: 

𝐶𝐶𝑖𝑖 = Pr(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖 | 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)  (2) 

Equation 3 depicts the box confidence estimation and multiple conditional class probability for each class: 
 
Pr(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖) = Pr(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) ∗ Pr(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖  | Object)      
               (3) 

Five parameters are assigned for each box. Two of them are assigned to the center of the box, and three as the 
score that includes length, width, and target. 

183 
 



 

 
Figure 4. Used YOLO model for face, mask, glass, and temp area detection results [9]. 

o Performance Metric 
In the study, the confusion matrix was used as a performance metric for the transfer learning model. The 
reference table of the confusion matrix is given in Table 2. 

 

 

Table 1. Confusion matrix references table [10] 

  Actual Values 

  Positive (1) Negative (0) 

Predicted 
Values 

Positive (1) TP FP 

Negative (0) FN TN 

 

Precision is the positive of the measurements to each other. The precision calculation is given in Equation 4. 
Recall is to find all relevant instances in a data set. The recall calculation is given in Equation 5. F1 score is the 
harmonic mean of precision and recall. The f1 score calculation is given in Equation 6. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =   𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)                                 (4) 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =   𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)                                                 
(5) 
𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =   2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙/(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)                      (6) 

This includes the correct classification of True-positive (TP) positive samples, correct classification of True-
negative (TN) negative samples. False-positive (FP) and false-negative (FN) give the rate of incorrect 
classification [10]. 
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3.RESULTS AND DISCUSSION 
A special system comprising the thermal camera, thermogram recording and analysis systems was developed 
in this work.  

The models were implemented in a real time fever detection system comprising a FLIR T1020 model thermal 
camera conjugated with a computer system, which was established at the entrance of the main building of 
TUBITAK UME and employed during the last year.   

 The camera was   absolutely calibrated at Radiation Temperature Laboratory of UME.  A flat surface radiating 
source with emissivity of about 0.98 was used as a reference source. The tractability of calibration to the 
International Temperature Scale was performed by means of transfer radiation thermometer.    

According to the information in literature, the region the eye socket areas around the inner canthi is the best 
area for temperature determination.  

In our study, fever detection from human body temperature is performed by detecting the highest temperature 
in the area between the eyes (Fig. 5.). 

 

 

  

Figure 5. Detected existing labels and assessments the highest temperature matrix from eye sockets coordinates 

We planned to identify a general area, as it is our area of highest interest when retrieving the two points in the 
orbit (Fig. 6.) By detecting the highest temperature in this area, we aimed to prevent an incorrect temperature 
value in another part of the body or in the camera frame for any reason. 

 
Figure 6. Get maximum temperature value from matrix 

It is the development phase of a real-time human fever detection system via interface over trained data. We 
have made the interface design over the visual studio for real-time fever detection. The visual studio interface 
is shown in figure 7. 
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Figure 7. Displayed temperature over system program 

With a thermal camera placed at the entrance of the TUBITAK Metrology Institute building, it has been 
observed that the real-time fever detection system detects the face mask with an accuracy of 99% over a period 
of approximately 8-9 months, and when the data of the last 6 months are considered, it has been observed to 
perform at 100% in temperature measurement. The training data results of the YOLO-V4 and YOLO Tiny deep 
learning algorithms are given in Table 2 and Figure 8.  

 

Table 2. YOLO and YOLO-Tiny deep learning algorithm training results for thermal dataset 

 Precision Recall F1-Skor 
YOLO -V4 0,94 0,99 0,97 
YOLO Tiny 0,99 0,99 0,99 

 

(a) (b) 

Figure 8. Chart of model precision and recall results for FLIR T1020 thermal imager data set 
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4.CONCLUSIONS 
As stated by the World Health Organization, social distance and face masks are of great importance in the 
COVID-19 process. On the other hand, the properly detection of the human fever in public places plays 
significant role in the preventing the spread of the disease.  In this study, we developed a remote human 
temperature assessment system based on a thermal camera, computer system and YOLO based deep learning 
data processing method.  The main aim of the system was to recognize visitors with and without a face mask, 
locate the area between the eyes and to assess the human body temperature.  The system was used at the main 
entrance in our institute and was used for a more than one year period. The results of this work demonstrated 
that the YOLO Tiny based object detection method is powerful approach for object detection in human face 
thermograms. It was demonstrated that the method can be utilized in real time thermal image processing 
routines running in computers with moderate configuration.  
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Prediction of long-term modulus, and 
correlation of local to global strain for 

polyester geogrids under services loading  

Abdelwahab Tahsin1, Rami El-Sherbiny2 

Abstract 
Geosynthetics have started to play a major role to effectively eradicate a numerous strew of geotechnical 
engineering problems, and are being widely used as a cost-effective sustainable soil- reinforcement 
solution. Consequently, a comprehensive look into the short and long-term properties of the geosynthetics 
will enable us to get a greater perception of its vital role. Comparable all polymeric products, geosynthetics 
are susceptible to creep. However, creep data is not published by manufactures for community to disclose 
stiffness modulus degradation with elapsed time, which is necessary for finite element numerical modelling. 
This paper assesses creep effect on long-term properties of polyester (PET) geogrid and derive calibration 
factor between global to local strains using in-isolation tensile response derived from the constant strain 
rate CSR loading tests. Hence, polyester (PET) geogrid specimens Fortrac 35T, 55T, 80T, 110T, and 150T 
were examined at the Machine Direction MD under CSR loading tests, ASTM D6637 using “multi-rib 
tensile” method. Series of CRS tests were conducted with strain rates of 20, 10, 6, 3, 1, and 0.05%/min. 
The long-term stiffness value decreases in non-linear manner with increasing logarithm of time but after 
1000 hours, is considerably constant of 75% of the secant modulus at 2% strain (working loads). Outcome 
is in good agreement with consensus that, for polyester (PET) geogrid, time-dependent stiffness reductions 
will be minimal (25-15%). Calibration Factor CF between global to local strains ranged from 2.08 to 1.99 
was introduced appropriately for the tested polyester geogrid specimens at stain domain of 2%. This 
derived CF is in worthy agreement with comparable PET geogrid CF of 2.2, which was introduced by Allen 
et al. (2002). Calibration Factor values slightly increased as strain rate decreased. Nevertheless, CF 
derived based on the slow rate of strain loading 0.05%/min. seems fitting to simulate the actual loading 
conditions at site. 

Keywords: Secant modulus, creep effect, calibration factor, Constant Strain Rate test, geosynthetics, 
stiffness degradation, global/local strain. 

1. INTRODUCTION   
Geosynthetics have started to play a major role to effectively eradicate a numerous strew of geotechnical 
engineering problems, and are being widely used as a cost-effective sustainable soil- reinforcement solution. 
Consequently, a comprehensive look into the short and long-term properties of the geosynthetics will enable us 
to get a greater perception of its vital role. Comparable all polymeric products, geosynthetics are susceptible to 
creep. However, creep data is not published by manufactures for community to disclose stiffness modulus 
degradation with elapsed time, which is necessary for finite element numerical modelling. Advanced numerical 
analysis in conjunction with proper geosynthetics characterization through experimental tests are pragmatically 
deemed to perform accurate representative studies on associated response mechanisms of geosynthetics 
reinforced soil.  

Creep phenomenon is a classically time-dependent elongation aspect for geosynthetics that affect the long-term 
performance and sustainable durability of the geosynthetic-reinforced structures. Creep impact is also function 
of the ambient temperature and service life after installation period. Globally, the creep behavior of 
geosynthetics is somewhat complicated phenomenon, index to the interaction and complexity of the subsequent 

1 Corresponding author: ACE Consulting Engineers, Cairo, Egypt,  abdelwahab.tahsin@gmail.com 
2 Civil Engineering department, Cairo University, Egypt,  rsherbiny@gmail.com  
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components: (1) polymer nature and structure, (2) geosynthetics structure (nonwoven, woven, and integral 
structure), (3) rate of loading/ unloading, (4) temperature, and (5) soil environmental conditions at filed.  

Filed monitoring strain readings of high-elongation strain gauges glued to geosynthetics materials must be 
calibrated against the “true” global strain as reported by Allen et al., (2002).  Strain gauges bonded to woven 
geosynthetics typically generate a local “hard spot” causing under-registration of global actual tensile strains. 

Based on series of Constant Strain Rate CSR tests, this manuscript aims to: (a) announce an overview about 
the geosynthetics behavior, non-linear tensile force– strain relationship (b) assess influence of creep on long-
term performance and stiffness degradation, and (c) derive calibration factor between global to local strains, 
that can be used to predict geosynthetics behavior under service loadings rather than incipient collapse.    

2. MATERIALS AND METHODS 

2.1. OVERVIEW  
The current research includes laboratory testing for 5 sets of designated specimens of geosynthetics geogrids 
Fortrac 35T, 55T, 80T, 110T, and 150T with varying strength and stiffness. Table 1 listed the disclosed physical 
properties as per the technical data sheet introduced by the manufacturer HUSKER. The standard raw material 
is the high-modulus polyester (PET), which of high stiffness, low creep, and uniform product strength. 

Table 1. Physical properties for the tested geogrid types as per HUSKER data sheets 

PROPERTY TEST 35T 55T 80T 110T 150T 
Ultimate wide width (MD) 
Tensile Strength (kN/m) 

ASTM D-6637 35 55 80 110 150 

Elongation at ultimate tensile 
strength –MD 

ASTM D-6637 ≤10% ≤10% ≤10% ≤10% ≤10% 

Long term design strength- 
MD (kN/m) 

GRI GG4 18.8 29.5 42.9 59 81 

2.2. TEST APPARATUS AND SPECIMEN PREPARATION  
TESTOMETRIC M500- 50CT Universal Testing machine was used to perform the geogrid load-extension 
under Constant Strain Rate CSR. The apparatus comprises main tensile machine, pressure jack and computer 
control unit. The tensile machine consists mainly of clamps, sensors for recording the tensile force, and other 
sensors to monitor the extent of grips separation. The clamps must be attached with suitable pressure to avoid 
slippage. Clamping pressure must be equal for all specimens under the same test to manage consistent judgment 
between the anticipated results. According to the Multi-Rib tensile method of ASTM D6637 “Standard Test 
Method for Determining Tensile Properties of Geogrids by the Single or Multi-Rib Tensile Method"; the 
specimen is schematically illustrated at Figure 1 to be a minimum of 200 mm wide and contains five ribs in the 
cross-test direction by at least three junctions or 300 mm long in the direction of the testing. The outermost ribs 
are cut prior to testing to prevent slippage from occurring within the clamps as instructed by ASTM D6637, 
clause 8.2.4. Thus, the width of intact ribs is 120 mm. The room ambient temperature was 20°c during test 
procedures to avoid adverse impact of the temperature in the test results. Figure 2 shows the particular test setup 
adopted for derivation of Calibration Factor CF between global to local strains. During the in-isolation tensile 
testing, strain gauge was mounted on one side of the geosynthetic specimen using soft glue adhesive. A 
KYOWA gauge type is used with model name KFG-5-120-C1-11L1M2R. Quarter bridge connection was used 
for 1-gauge 120Ω. 

Five single tests were performed on the Machine Direction (MD) for each specimen of Fortrac 35T, 55T, 80T, 
110T, and 150T, in accordance with ASTM D6637 using the multi- rib tensile method. Constant Strain Rate 
CSR of 20%, 10%, 6%, 3%, 1% to slow rate loading 0.05% strain/min. were performed. The sample total width 
is 200 mm, while the intact width is limited to 120 mm. According to ASTM D6637, clause 8.2.4 “within test 
methods A, B, and C the outermost ribs are cut prior to testing to prevent slippage from occurring within the 
clamps. For those cases where the outermost ribs are severed, the test results shall be based on the unit of width 
associated with the number of intact ribs”. Hence, calculation of the secant modulus (J= EA1) at certain strain 
domain shall be the maximum tensile force divided by the total intact width per meter.  
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For CSR of 0.05%/min, an interval of local strain readings (by automotive data logger) equals to 2 min is 
utilized to reveal 30 readings through strain domain of 3%. While, for CSR 10%/min, and due to the sensitivity 
of relatively rapid test loading; two sets were examined for local strain readings of intervals 2 sec and 1 sec, to 
result in approximately 30 and 60 readings, respectively to reach the failure. 

 
 
 
 

 

 

 

 

 

 

Figure 1. Specimen configuration; Multi-Rib tensile method -ASTM D6637 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Test setup for Calibration Factor between local to global strain using CSR tensile test 

3. RESULTS AND DISCUSSION 

3.1. ASSESSMENT FOR VARIATION OF STIFFNESS WITH TIME (CREEP) 
Creep phenomenon is a classically time-dependent elongation aspect for geosynthetics that affect the long-term 
performance and sustainable durability of the geosynthetic-reinforced structures. Creep impact is also function 
of the ambient temperature and service life after installation period.  In general, creep phenomena can be divided 
into three main phases: (1) Primary creep phase, starts at a rapid rate and reduces with time, (2) Secondary 
creep phase, has a relatively uniform rate, and (3) Tertiary creep phase, has an accelerating sudden creep rate 
and ends up by failure of material at rupture time as reported by Han-Yong Jeon (2017). 

Bonded 
strain 

gauge 
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As geosynthetics are generally manufactured from polymer materials, they exhibit a viscoelastic behavior, time, 
load, and temperature-dependent, under a sustained constant load. At time t, the total strain ε (t) can be 
expressed from the following equation:  ε (t) = ε 0 + ε I + ε II + ε III. Where: ε0 is the instantaneous strain and εI, 
εII, and εIII are the primary, secondary, and tertiary creep strains, respectively. Nevertheless, the final sudden 
progressive creep strain increase before rupture does not necessarily occur; it is normally revealed for 
Polyethylene (PE) and polypropylene (PP) not for Polyester (PET) at standard load levels and temperature. 
Since the material is a polyester (PET) geogrid, time-dependent stiffness reductions are minimal (approximately 
25-15% or less) as concluded by (Allen and Bathurst 2001). Also, temperature sensitivity of PET is not as great 
as that for HDPE or PP geosynthetics. For typical geosynthetics applications, the ratio of the modulus value at 
typical working conditions (i.e., strains on the order of 2% and loading times of approximately 1,000 hours)  
relative to the modulus obtained from typical CRS wide-width test (at strain 10 %/ min. ASTM D 4595) can be 
estimated for various Geosynthetics polymer types. Allen and Bathurst (2001) introduced a ratio stiffness 
modulus at 1000 hours J1000hrs/ JD4549 for polyester (PET) = 0.75 to 0.85. To convert the measured reinforcement 
strain to the most accurate estimate of the actual reinforcement load, each measured strain to be multiplied by 
the secant stiffness value that corresponds to the elapsed time. The stiffness value used was taken at a strain 
equal to the measured strain, but not more than the stiffness value at 1% strain. The time used to calculate the 
stiffness values was taken with respect to when the layer was installed in the field (Allen and Bathurst, 2014). 
Consequently, series of CRS tests were conducted and stress strain curves were obtained for different strain 
rates of 20%/min, 10%/ min, 6% /min, 3%/min, 1%/min, and 0.05%/min. From the test results and 
measurement, the loads and time to reach 1% and 2% strains are calculated, and then secant stiffness as well. 
Long- term stiffness for strain equaled 2% at 1000 hour (creep data from Walters et al.,(2002)) was estimated 
as 0.75 multiplied by secant modulus at strain 2% measured from CSR of 10%/min (ASTM D 4595). Ratios 
between stiffness (J2%) to stiffness (J1%) at the same time are evaluated as presented in Table 2. Using average 
of these ratio, stiffness at strain 1% after 1000 hour can be estimated. Stiffness value decreases with increasing 
logarithm of time but is reasonably constant after 1000 hours, as reported by (Miyata and Bathurst, 2007). 

For practical use, Figure 3 presents correlation design charts for the assessment of stiffness variation at J1% 
and J2% strains for the examined specimens versus logarithm of the elapsed time. These charts can be simply 
used to predict the secant modulus (after creep effect) corresponds to the elapsed time of each geosynthetics 
geogrid layer during staged construction at filed. Figure 4 proves comparative trend for variation of stiffness 
with time between 1% and 2% strain. The vertical dashed line was plotted for reference to identify modulus 
JD4549 estimated at CSR 10%/min. Figure notifies behavioral features: (a) non-linear degradation of secant 
modulus with elapsed time, (b) the derived modulus at strain1% is larger than corresponding at 2% regardless 
strain rate of loading, and (c) the higher the strength, the higher the stiffness irrespective to strain rate of 
loadings. 

 CSR 
%/min. 

time to 
1% strain 

(hr) 

time to 
2% strain 

(hr) 

Force at  
1% strain  

(kN) 

Secant 
modulus 
J1% (kN) 

Force at   
2% strain  

(kN) 

Secant 
modulus 
J2% (kN) 

Ratio J2%/ 
J1% 

110T 

20 0.0008 0.00167 17.92 1792 25.34 1267 1.41 
10 0.0017 0.00333 15.83 1583 22.55 1128 1.40 
6 0.0028 0.00556 15.00 1500 21.84 1092 1.37 
3 0.0056 0.01111 13.96 1396 20.86 1043 1.34 
1 0.0167 0.03333 13.54 1354 20.66 1033 1.31 

0.05 0.3333 0.66667 12.08 1208 19.51 976 1.24 
Creep 0.75 1000 1000  1127  846 1.33 

80T 

21 0.0008 0.0016 11.87 1187 17.97 899 1.32 
10 0.0017 0.0033 11.04 1104 17.37 868 1.27 
6 0.0028 0.0056 10.63 1063 16.11 806 1.32 
3 0.0056 0.0111 10.13 1013 15.48 774 1.31 
1 0.0167 0.0333 9.88 988 15.10 755 1.31 

0.05 0.3333 0.6667 9.17 917 14.97 749 1.22 
Creep 0.75 1000 1000  838  651 1.29 

55T 

25 0.0007 0.0013 9.24 924 13.47 674 1.37 
10 0.0017 0.0033 7.29 729 10.72 536 1.36 
6 0.0028 0.0056 6.56 656 10.26 513 1.28 
3 0.0056 0.0111 6.25 625 9.90 495 1.26 
1 0.0167 0.0333 5.83 583 9.42 471 1.24 

0.05 0.3333 0.6667 5.21 521 9.12 456 1.14 
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Table 2. Summary of the derived Secant modulus at 1% & 2% strain for Fortrac 110T, 80T, 55T, 35T, and 150T. 

Creep 0.75 1000 1000  505  402 1.26 

35T 

20 0.0008 0.0017 5.80 580 8.84 442 1.31 
10 0.0017 0.0033 5.21 521 7.80 390 1.34 
6 0.0028 0.0056 4.79 479 7.18 359 1.33 
3 0.0056 0.0111 4.58 458 6.96 348 1.32 
1 0.0167 0.0333 3.96 396 6.30 315 1.26 

0.05 0.3333 0.6667 3.96 396 6.20 310 1.28 
Creep 0.75 1000 1000  381  292 1.30 

150T 

20 0.0008 0.0017 23.75 2375 32.56 1628 1.46 
10 0.0017 0.0033 19.58 1958 27.92 1396 1.40 
6 0.0028 0.0056 18.75 1875 27.56 1378 1.36 
3 0.0056 0.0111 16.67 1667 27.24 1362 1.22 
1 0.0167 0.0333 15.21 1521 25.02 1251 1.22 

Creep 0.75 1000 1000  1362  1047 1.30 
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 Figure. 3.  Correlation design charts for variation of secant modulus at 1% and 2% strain with elapsed time 

 

 

 

 

 

 

 

 

Extrapolated based on ratio of 
stiffness modulus at 1000 hours 
(Allen and Bathurst 2001) 
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 Figure 4.  Comparative trend for variation of secant modulus with elapsed time between 1% and 2% strain   

3.2. CALIBRATION FACTOR BETWEEN LOCAL TO GLOBAL STRAIN 
Strain readings from high-elongation strain gauges glued to geosynthetics reinforced materials must be 
calibrated against the “true” global strain in the reinforcement as reported by Allen et al., (2002). In the current 
research, “local strain” or “gauge strain” values denotes strains recorded by a strain gauge at the point of 
attachment. “Global strain” refers to strain averaged over a length that is much larger than the strain gauge.  
Strain gauges bonded to woven geosynthetics typically generate a local “hard spot” causing under-registration 
of global actual tensile strains. 

The Calibration Factor CF for a particular combination of gauge, bonding technique, geosynthetics polymer 
type, and location of gauge is typically established from constant strain rate in-isolation wide-width strip tensile 
testing in accordance with ASTM D4595 as reported by Allen et al., (2002). Hence, strain gauge readings in 
the field must be corrected to true global strains by factor derived from in- isolation tensile tests. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 

110T CF= 1.99, Strain 0.05%/min. 
CF=1.93, Strain 10%/min 

CF= 2.02, Strain 0.05%/min. 
CF= 1.91, Strain 10%/min 

80T 
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Figure 5.  In-isolation local strain gauge response versus global strain for Fortrac 110T, 80T, 55T, and 35T 

In order to better match the realistic (slower) loading conditions of a geosynthetics geogrid layer placed during 
staged construction, the data from the 0.05 %/min CRS test was used for consistent calibration. The 
geosynthetics PET geogrid types Fortrac 110T, 80T, 55T, and 35T were tested under CSR of 10%/min as 
nominal value introduced by ASTM 4595 and at a relatively low strain range of loading 0.05%/min in the 
domain of 0 to 3% strain, to match the maximum anticipated working conditions under service loadings (no 
need to reach the strain at break). Strain gauges was mounted on one side of the geosynthetic specimen during 
the in-isolation tensile testing using quarter- bridge. For CSR testing of 0.05%/min, an interval of local strain 
readings equals to 2.0 min is utilized to reveal approximately 30 readings (by automotive data logger) through 
the strain domain of 3%. While, for CSR 10%/min, and due to the sensitivity of relatively rapid test loading 
and possible associated missing/ errors for recording the initial significant readings of local strain by data 
logger; two sets were examined for local strain readings of intervals 2 sec and 1sec, to result in approximately 
30 and 60 readings, respectively to reach the failure. However, only limited number of readings (approximate 
to 10 or 20) at domain of strain 3% is not liable relative to CSR of 0.05%/min.  

Figure 5 plots response curves of the in-isolation local strain versus global strain for various tested specimens 
35T, 55T, 80T, and 110T that used to derive the calibration factor. The response curves for constant-rate-of-
strain tensile loading fall within a relatively narrow band. The significant under-registration of global strains is 
considered to be the result of the impregnation of the longitudinal polyester fiber bundles by the gauge epoxy 
glue, which creates a locally stiff region (hard spot). It should be pointed out that, bonded strain gauges during 
testing often gave a nonlinear response (or failed in the field) at strains ≥ 3%, hence, extensometers 
acknowledged the sole practical guaranteed devices of measuring geosynthetics strains at large strain domains. 

Calibration Factor (CF) values slightly increased as strain rate decreased. A nominal average best fit values for 
CF of 2.08, 2.05, 2.02 and 1.99 were derived appropriate for such foil strain gauges glued to Husker PET 
geogrid type 35T, 55T, 80T, and 110T, respectively. A single-value calibration factor from this data over a 
range of 0 to 2% strain is approximately 2. In other words, the strain gauge values must be doubled to represent 
“true” global strains. This CF estimation for strain levels ≤ 2% is in worthy agreement with comparable PET 
geogrid CF of 2.2, which was introduced by Allen et al., (2002). It can be argued that the actual loading history 
of a geosynthetics reinforcement layer during construction falls between the two idealized loading conditions 
performed in the laboratory. It was identified that, to adapt the measured reinforcement strain to the most 
accurate estimate of the actual reinforcement load, each calibrated measured (global) strain to be multiplied by 

55T CF= 2.05, Strain 0.05%/min. 
CF= 1.89, Strain 10%/min 

35T CF= 2.08, Strain 0.05%/min. 
CF= 1.87, Strain 10%/min 
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the secant stiffness value that corresponds to the elapsed time (after considering creep effect). The time used to 
calculate the stiffness values to be taken with respect to when the layer was installed in the field (Allen and 
Bathurst 2014). 

4. CONCLUSIONS AND RECOMMENDATIONS  
The current paper focuses largely on, how to better identify the short and long–term response and material 
characterization of geosynthetics polyester (PET) geogrid under service loadings rather than incipient collapse. 
Like all polymeric products, geosynthetics are susceptible to creep. However, creep data is not published by 
manufactures for community to disclose stiffness modulus degradation with elapsed time, which is necessary 
for finite element numerical modelling. This manuscript aims to assess creep effect and derive calibration factor 
between global to local strains. Field monitoring strain “local” readings of high-elongation gauges glued to 
geosynthetics must be calibrated against “true” global strain. Hence, sets of geosynthetics polyester (PET) 
geogrid specimens Fortrac 35T, 55T, 80T, 110T, and 150T were examined at the Machine Direction MD under 
Constant Strain Rate CSR loading tests, in accordance with ASTM D6637 using the “multi-rib tensile” method. 
A series of CRS tests were conducted wide strain rates of 20%/min. (relatively high rate), 10%/ min, 6% /min, 
3%/min, 1%/min, and 0.05%/min (relatively slow rate). Correlation design charts were plotted to predict 
stiffness modulus reduction versus logarithm of elapsed time. The main outcomes are as follows: 

• The measured tensile force –strain relationship exposed a non-linear response of the examined 
geosynthetics PET geogrid specimens. 

• The long-term stiffness value decreases in non-linear manner with increasing logarithm of time but 
after 1000 hours, is considerably constant of 75% of the secant modulus at 2% strain (working loads). 
Outcome is in good agreement with consensus that, for polyester (PET) geogrid, time-dependent 
stiffness reductions will be minimal (approximately 25-15% or less). 

• The linear approximation of secant modulus after creep consideration is considerable accepted in the 
strain domain up to 2% which covers a wide scatter of geosynthetics reinforced structures conditions 
under service loadings.  

• The derived stiffness at 1% is larger than corresponding for 2% strain, which reflects phenomenon of 
non-linearity and stiffness relaxation with progressive elongation.  

• Strain gauge readings of geosynthetics measured in the field must be corrected to true global strains 
using in-isolation tensile response derived from the constant strain rate CSR loading tests of the 
instrumented specimens. Strain gauges bonded to woven geosynthetics typically generate a local 
“hard spot” causing under-registration of global actual tensile strains. 

• Calibration Factor CF between global to local strains ranged from 2.08 to 1.99 was introduced 
appropriately for the tested polyester geogrid specimens at stain domain of 2%. In other words, the 
strain gauge measured values must be doubled to represent “true” global strains. This derived CF 
estimation for strain levels of 2% or less is in worthy agreement with comparable PET geogrid CF of 
2.2, which was introduced by Allen et al. (2002). 

• Calibration Factor values slightly increased as strain rate decreased. For example; specimen 35T; 
derived CFs are 2.08 and 1.87 for strain 0.05%/min. and strain 10%/min, respectively. Nevertheless, 
the CF derived based on the slow rate of strain loading 0.05%/min. seems appreciate to simulate the 
actual loading conditions and staged construction at site. 
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Performance Analysis of Long Baseline GPS 
RTK  

Omer Faruk Atiz1, Sermet Ogutcu2, Salih Alcay3 

Abstract 
The Global Positioning System (GPS) has been used for many years to determine the precise position of a 
receiver in real-time. In the classical real-time kinematic (RTK) positioning method the distance between 
reference and rover is limited (<25 km) due to the radio communication, atmospheric conditions, and 
orbital errors. If the communication between the rover and the base station is supplied over the Internet, 
the limitations of radio modems are removed. However, the ionospheric-tropospheric errors are still a 
problem that cannot be easily eliminated by double-difference in long baseline RTK. This study examines 
the latest GPS RTK performance on four different lengths of baselines (200-, 300-, 400-, 500-km) by 
estimating slant total electron content (STEC) of the ionosphere and zenith total delay (ZTD) of the 
troposphere. RTKLIB (RTK Library) software package is used to process GPS data. 24-hour data of four 
baselines at 1-sec epoch interval is used to get long baseline RTK solutions. The results show that as the 
baseline length increases, the ambiguity fixing rate decreases. The root mean square (RMS) error of 500-
km baseline is 1.9, 2.9, and 5.4 cm for the north, east, and up components, respectively, considering only 
ambiguity fixed coordinates. In addition, the error of broadcast ephemeris should be taken into 
consideration when the baseline distance over 200 km.  

Keywords: GPS, RTK, STEC, ZTD 

1.INTRODUCTION 
The Real Time Kinematic (RTK) method is one of relative positioning methods has been widely used in 
surveying that it eliminates many errors such as receiver-satellite clock offsets, and troposphere-ionosphere 
delays with double differencing (DD) technique [1]. The RTK method provides centimeter level accuracy in 
real time when the baseline distance between rover and base is less than 25 km. In classical RTK, the radio 
modems are used to communicate between reference and rover. In the present, the GSM services are used to 
form the communication link for RTK with the development of Internet protocol (NTRIP) [2]. Therefore, the 
restrictions of radio modems are eliminated. Moreover, the Continuously Operating Reference Station (CORS) 
networks are established for using Network-RTK. In this way, the RTK corrections are taken from a network 
of permanently installed reference stations using a system such as Virtual Reference System (VRS) [3]. 
Although the baseline distance is expanded, it stills not enough for some extrapolation areas. However, as the 
baseline distance increases, the atmospheric and orbital errors become larger. The DD technique cannot easily 
eliminate ionospheric errors on the long baselines. Therefore, the long baseline RTK algorithms are developed 
with some improvements on the classical RTK approach. Reference [4] developed an algorithm based on 
Kalman filter with the estimation of troposphere and ionosphere. They propose the use of near real time orbit 
products (ultra-rapid) to eliminate the broadcast ephemeris error up to 1000 km baselines. However, using a 
combination of different GNSSs’ (GPS, GLONASS, Galileo, Beidou) observations and partial ambiguity fixing 
approaches are used for a more reliable long baseline RTK [5], [6]. Reference [7] proposes a triple-frequency 
long baseline RTK approach and investigates the contribution of QZSS to multi-GNSS long baseline RTK. The 
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main difference of long baseline RTK from short baseline is that ionospheric residuals cannot be removed 
effectively with iono-free (IF) combination [4].  

The studies above are generally focus on a maximum of 100-200 km baseline distances. In this study, the GPS 
RTK performance with the estimation of ionosphere Slant Total Electron Content (STEC) is assessed on 
different baselines varying from ~200 to ~500 km. The RTKLIB software package was used for long baseline 
RTK processing. 

2.METHOD 
According to Reference [4], the double difference equations can be written as:   

∅ = 𝜌𝜌 − 𝐼𝐼 + 𝑇𝑇 + 𝜆𝜆𝜆𝜆 + 𝜀𝜀∅                          (1) 

𝑃𝑃 = 𝜌𝜌 + 𝐼𝐼 + 𝑇𝑇 + 𝜀𝜀𝑃𝑃                                      (2) 

where ∅ and 𝑃𝑃 are the single-difference phase and pseudorange measurements between two satellites, 
respectively;  𝐼𝐼 is the ionospheric delay in meter, 𝑇𝑇 is the tropospheric delay in meter, 𝜆𝜆 is the wavelength in 
meter, 𝑁𝑁 is the ambiguity term in cycle, 𝜀𝜀∅ and 𝜀𝜀𝑃𝑃 are the measurement noises in meter for phase and 
pseudorange measurements, respectively. The difference of this model from short baseline DD equations is the 
estimation of ionospheric delay instead of removing it by IF combination. The receiver-satellite clock errors 
are eliminated by DD equations. A Kalman filter can be adopted to estimate ambiguity-float solutions. Then 
float ambiguities are solved to integer values using a method such Least Square Ambiguity Decorrelation 
(LAMBDA) [8]. After solving float ambiguities to integer values, the unknown parameters are re-estimated. 
The studies in Reference [4] and Reference [7] demonstrates the use of broadcast ephemeris over 100-200 km 
largen the orbit error and decrease the probability of ambiguity fixing. However, a good float solution is always 
a necessity to obtain a reliable ambiguity fixing. In this study, the broadcast ephemeris was used to assess the 
performance of long baseline GPS RTK by using both ambiguity-float and ambiguity-fixed solutions. 

Four different baselines (~200 to ~500 km) were established to evaluate the long baseline GPS RTK 
performance. The FinnRef GNSS stations were used [9] which are included in EUREF Permanent GNSS 
Network. The location of selected GNSS stations is shown in the Figure 1. All stations had the same GNSS 
receiver and firmware version during the measurements. 

 

 

Figure 1. The location of selected GNSS stations 
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The further details about the baselines are given in Table 1. 

Table 9. The information about baselines 

Baseline Length (km) 𝚫𝚫𝑯𝑯 (m) 
OUL2-ROM2 215.9 43.2 
OUL2-VAA2 310.9 73.3 
OUL2-ORIV 395.8 24.2 
OUL2-OLK2 486.9 160.4 

 

As shown in Table 1, the baseline distances vary from 216 km to 487 km, and the ellipsoidal height differences 
vary from 43 m to 160 m. The height difference from the reference station can negatively affect the troposphere 
estimation [10]. In this study, the effect of height difference may not be obvious when considered the baseline 
distances are long. 

The 24 hourly data of four baselines on April 11, 2021, was processed using RTKLIB 2.4.3 b34 software 
package. The RTK solutions were computed offline to prevent data loss caused by the Internet connection. The 
detailed processing strategy is given in Table 2. 

Table 2. RTKLIB 2.4.3 b34 processing strategy 

Parameter Strategy 
GNSS GPS 

Frequencies L1+L2 
Adjustment model Extended Kalman Filter 

Epoch interval 1 s 
Cut-off angle 10 ° 

Measurement noises Phase: 0.01 m; Code: 1.00 m 
Satellite orbit Broadcast ephemeris 

Ambiguity resolution Fix and Hold (Minimum 10 epochs) 
Ambiguity Validation The ratio test with 2.0 threshold value 

Ionosphere STEC is estimated as random walk model. 

Troposphere ZTD and gradients are estimated as random 
walk model. 

A priori troposphere Saastamoinen 
Mapping Function Global Mapping Function (GMF) 

Estimated parameters  Rover coordinates, ZTD, and STEC 
Antenna phase center Corrected using igs14.atx file. 

Solid Earth Tides Corrected. 

 

The rover coordinates, ZTD, and STEC values of four baselines were computed for 86400 epochs. 

3.RESULTS 
The reference coordinates of base and rovers were taken from latest release of the EUREF station positions 
[11]. The RTK coordinates were converted to topocentric coordinate system (north, east, up). The statistical 
analysis below completed using north, east, and up components. First, the valid satellite numbers on four 
baselines were analyzed in Figure 3. 
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Figure 3. The valid satellites number of each RTK solution 

As seen in the Figure 3, the average valid satellite numbers are about 9 for all baselines. This shows there was 
not any data gap. Then the ambiguity fix rates were calculated (Table 3). 

Table 3. The information about baselines 

Baseline Ambiguity Fix Rate 
OUL2-ROM2 70.6% 
OUL2-VAA2 58.5% 
OUL2-ORIV 42.4% 
OUL2-OLK2 24.5% 

 

According to Table 3, the OUL2-ROM2 baseline has the maximum ambiguity fixing rate (70.6%), and the 
OUL2-OLK2 baseline has the minimum ambiguity fixing rate (24.5%). This confirms that as the baseline 
distance longer the success of ambiguity fixing lower. Moreover, considering the baseline distance of OUL2-
ORIV (396 km), the 42.4% of ambiguities are fixed. The root mean square errors (RMSE) were computed to 
clarify the accuracy of ambiguity fixed solutions of four long baselines (Table 4). 

Table 4. RMSE of ambiguity-fixed solutions 

Baseline North (cm) East (cm) Up (cm) 
OUL2-ROM2 0.8 0.9 3.4 
OUL2-VAA2 3.6 2.5 5.0 
OUL2-ORIV 2.3 3.1 5.0 
OUL2-OLK2 1.9 2.9 5.4 

 

As depicted in Table 4, the RMSE of 200 km baseline is lower than 1.0 cm at the horizontal components. For 
the longest baseline, the RMSEs of horizontal components are better than 3.0 cm. However, the up components 
are between 3.4 cm and 5.0 cm on four long baselines. In addition, the RMSE of all solutions (Fixed+Float) 
were computed (Table 5). 

Table 5. RMSE of Fixed+Float solutions 

Baseline North (cm) East (cm) Up (cm) 
OUL2-ROM2 1.2 1.3 4.6 
OUL2-VAA2 5.9 3.6 6.0 
OUL2-ORIV 2.8 3.8 8.0 
OUL2-OLK2 4.2 4.4 6.3 

201 
 



 
 

The RMSE of the OUL2-ORIV baseline in horizontal components better than 3.9 cm. Moreover, the OUL2-
OLK2 baseline demonstrated an RMSE of 4.2 cm and 4.4 cm for the north, and east components, respectively. 
Considering 75.5% of the solutions are float at the OUL2-OLK2 baseline, the results are still comparable. That 
can be explained by the quality of float solutions are quite well. All the results above include the initializing 
time to first fix. The coordinate time series of four baselines are illustrated in Figures 4-7.  

 

 

Figure 4. The coordinate time series of ROM2 station 

 

Figure 5. The coordinate time series of VAA2 station 
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Figure 6. The coordinate time series of ORIV station 

 

 

Figure 7. The coordinate time series of OLK2 station 

 

The first 1-hours of all four baseline solutions were removed from the RMSE analysis to reduce the effect of 
initialization times. After this, the RMSEs were computed again (Table 6). 

Table 5. RMSE of Fixed+Float solutions after removal of first 1-hours 

Baseline North (cm) East (cm) Up (cm) 
OUL2-ROM2 1.0 1.1 4.1 
OUL2-VAA2 4.7 3.4 5.2 
OUL2-ORIV 2.2 3.4 6.3 
OUL2-OLK2 4.1 4.2 6.1 

 

The RMSEs of four baselines were slightly reduced after the removal of initialization times. In particular, the 
RMS error of the up component of OUL2-ORIV baseline was reduced by about two cm. In addition, the RMSE 
of the north component of the OUL2-VAA2 baseline was reduced by 1.2 cm. 
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4.CONCLUSIONS 
In this study, the latest GPS RTK performance on four different long baselines (~200- to ~500-km) was 
analyzed. Since the ionospheric delay cannot be neglected if the baselines are longer than 200 km, it was 
estimated as a random walk process. The experimental results showed the ambiguity fixing ratios are 70.6%, 
58.5%, 42.4%, and 24.5% for the 200-, 300-, 400-, and 500 km baselines. The use of broadcast ephemeris over 
200 km largen the orbit error and decrease the probability of ambiguity fixing. The RMSEs of the 200 km 
baseline were computed as 1.2 cm, 1.3 cm, and 4.6 cm for the north, east, and up components, respectively. 
However, the ambiguity float solutions were found comparable. As a consequence of this study, the long 
baseline GPS RTK by estimating ionosphere can be used at the areas distant to the reference stations after 
waiting for the first initialization.  
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Prevalance of Wolbachia in Culex pipiens 
populations in Turkey 

Naciye Sena Cagatay1, Nurper Guz1* 

Abstract 
Mosquitoes are a common group of insects comprising of 112 genera and approximately 3500 species [1]. 
The majority of the described mosquito species are considered nuisance species while only few are 
implicated as major vectors in the transmission of infectious diseases to humans and other vertebrate hosts. 
Notably, countries within the tropic and temperate climatic zones face an increased Mosquito Borne 
Diseases (MBD) burden and transmission risk as they display a rich mosquito biodiversity including 
important vector species. In recent years, Turkey, has witnessed the emergence and resurgence of a number 
of MBDs. In the absence of protective human vaccines against most MBDs vector control, aiming to reduce 
the vector population size predominantly using insecticides is key to preventing and managing disease 
outbreaks. Both pyrethroids and DFB are amongst the most widely used insecticides in Turkey for mosquito 
control [2, 3] due to their high efficacy and low mammalian toxicity [4]. However, a serious public health 
problem associated with the extensive use of insecticides in vector and agricultural pest control is the 
development of insecticide resistance in many mosquito species [5, 6, 7]. Therefore, endosymbiotic bacteria 
has received considerable attention as a mechanism to control insect vectors. Among symbiotic bacteria, 
Wolbachia is widely distributed with about 70% of all insect species [8, 9] which regulates host 
reproduction through cytoplasmic incompatibility (CI), feminization, male killing, and parthenogenesis 
[10, 11]. Culex pipiens group are infected with Wolbachia wPip strains belonging to five genetically distinct 
groups (wPip-I to V) within the Wolbachia B supergroup. In this study, we analyzed the prevalence of 
Wolbachia infection Turkish Cx. pipiens populations. We also evaluated the phylogenetic relationship 
between Wolbachia strains isolated from various insects and constructed a phylogenetic tree of other 
arthropod sequences under the NJ method. Knowledge on the prevalence of Wolbachia in Turkey might be 
useful for Cx. pipiens control in the region. 

Keywords: Wolbachia, Culex pipiens, Endosymbiont, wsp, phylogenetic tree  

1.INTRODUCTION 
The endosymbiotic bacteria in insects are found commonly. They have diverse effect on the host biology [12, 
13] including providing nutrient and vitamin [14], protection from natural enemies [15], host plant preference 
[16], manipulation of host sexuality [17], and adaptation to environmental conditions and depending on the 
type of symbiotic association changes. [18, 19]. The insect interaction with microbial fauna is important in 
terms of the host’s fitness, evolutionary biology, and ecology [20]. 

Wolbachia is widely distributed with about 70% of all insect species [8, 9]. It is maternally inherited symbiotic 
bacteria that modifies host biology and may cytoplasmic incompatibility (CI), induce feminization, male 
killing, and parthenogenesis [21, 22]. It has been shown to have deleterious effects on their host's life history 
traits [23, 24]. Recently, Wolbachia is shown as a biological control agent for mosquito borne diseases [27]. 

Among mosquito species Culex pipiens, is major a pest of with all of the world which is distributed in most 
parts of Turkey [28, 29, 30, 31]. It is vector of arbovirus such as West Nile, which has also been detected to 
exist in Turkey [32, 33].  
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Studies showed that mosquito species were infected with different strains of Wolbachia at an almost 100% rate 
throughout most of their geographical distribution [34, 35, 27]. However, Wolbachia prevalence in C. pipiens 
differed in the rates of 60%- 62% in Central Anatolian, Aegean of Turkey, respectively [36, 37]. 

In this study, mosquito samples were collected from different geographic locations of Mugla from Turkey. The 
prevalence of Wolbachia infection in C. pipiens populations were detected. Furthermore, the phylogenetic 
relationships between and within the super groups of Wolbachia analyzed in C. pipiens mosquitoes.  
 

2.MATERIALS AND METHODS 

o Mosquito Collection 
C. pipiens larvae were collected from Mugla Province in Turkey (Table 1). A total of 110 mosquitoes were 
sampled from irrigation channels, swimming pool, cesspits, and swamps. The collected mosquitoes were 
identified morphologically to species level [38, 39]. The specimens were preserved in 100% ethanol and stored 
at -20ºC until molecular analysis. 

Table 1. Mosquito collection sites and map coordinates 

Location Coordinates(N-E) 
Fethiye 36,338871 N-29,244941 E 
Koycegiz 36,965970 N-28,697766 E 
Dalaman 36,806107N-28,791138 E 
Milas 37,278691N-27,668347 E 
Bodrum 36,971742N-27,275690 E 
Marmaris 36,756289N-28,137134 E 
Mentese 37,218910N-28,366016 E 
Ula 37,039613N-28,386455 E 
Datca 36,767225N-27,796084 E 
Seydikemer 36,420193N-29,261748 E 
Ortaca 36,845870N-28,633774 E 

o DNA Extraction, Detection of Wolbachia by using PCR, Sequencing  
Genomic DNA was extracted from individual C. pipiens larvae using High pure PCR template preparation Kit 
as described in the manufacturer's protocol (Roche Diagnostic, Mannheim, Germany). The quality and quantity 
of DNA extracts were estimated using electroporation in a 1% agarose gel and with a NanoDrop2000 
spectrophotometer (Thermo Scientific, USA).   

In order to detect Wolbachia, wsp primers were used in PCR amplifications (wsp 81 F: 5’TGGTCCAATAAG 
TGA TGAAGAAAC 3’ and wsp 691 R: 5’AAAAATTAAACGCTA CTCCA 3’) [40]. PCR reactions were set 
up in total volume of 50 µl by using 1 µl of DNA template Taq DNA Polymerase Master Mix RED (Ampliqon, 
Denmark) according to manufacturer's instructions: Taq 2x Master Mix, 10 mM of each primer and 100ng of 
mosquito DNA .The PCR conditions were as follows: an initial denaturation step at 95 °C for 5 min, followed 
by 35 cycles of 95 °C for 30 s, 55 °C for 40 s and 72 °C for 30 s, followed by a final extension step at 72 °C 
for 5 min. HCO_LCO primers were considered universal for insect mtDNA amplifying an approximately 700 
bp DNA fragment [41]. 

The PCR products were electrophorised on a 2 % agarose gel and purified with Wizard SV Gel and PCR Clean 
up System (Promega, Madison, USA). PCR purified product were amplified with DTCS Quick Start Kit 
(Beckman Coulter, CA, USA). The nucleotide sequence determined in this study have been deposited in the 
DNA Genbank of NCBI. 

o Molecular Sequence Data Analysis 
Sequence analysis was performed using blast at NCBI (www.ncbi.nih.gov/BLAST). Mutiple aligments were 
generated using the program Clustal W [42]. The phylogenetic tree was inferred using the Neighbor-Joining 
method [43]. The optimal tree is shown. The percentage of replicate trees in which the associated taxa clustered 
together in the bootstrap test (1000 replicates) are shown next to the branches [44]. The evolutionary distances 
were computed using the Kimura 2-parameter method [45] and are in the units of the number of base 
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substitutions per site. There was a total of 482 positions in the final dataset. Evolutionary analyses were 
conducted in MEGA11 [46]. 

3.RESULT AND DISCUSSION  
In this study a total 110 individuals belonging to C. pipiens species were screened in terms of Wolbachia by 
PCR assay using species specific wsp gene primers. About 600 bp fragment of the wsp gene was amplified and 
sequenced from the endosymbiont of Culex pipens with species specific primers. The infection status of each 
samples tested, and the number of specimens screened are listed in Table 2. In total, 71 of 110 tested samples 
were PCR positive which means that 65 % were infected with Wolbachia. The populations from Dalaman 
(33%) and Mentese (33%) were found to harbor low Wolbachia. On the other hand, rest of the populations the 
infection rates of Wolbachia varied among ranging from 40 % to 87 %. 

Prevalence of Wolbachia bacteria in Culex has been reported in previous studies [34, 47, 35, 48, and 36]. Our 
Wolbachia infection findings were similar to previous studies Kayseri province and Aegean of Turkey [36, 37]. 
However, the infection rate of Wolbachia endosymbiont in C. pipiens was found different in different regions 
of Mugla. The sampling method and period of the insects may cause differences in Wolbachia infection 
prevalence [49]. 

Table 2. Prevalence of the Wolbachia infection rates 

Populations N + WSP % +WSP  
Fethiye 17 10 59 
Koycegiz 2 1 50 
Dalaman 3 1 33 
Milas 23 20 87 
Bodrum 21 17 81 
Marmaris 17 9 53 
Mentese 10 3 33 
Ula 4 2 50 
Datca 5 2 40 
Seydikemer 3 2 67 
Ortaca 5 4 80 

The obtained Wolbachia sequence from C. pipiens has been submitted to GenBank. BLAST analysis revealed 
that this sequence displayed the highest homology with 99.81% identity to Wolbachia endosymbiont of C. 
pipiens (KT964225.1), Culex quinquefasciatus(LC276757.1), Operophtera brumata (KY587652.1), 
Operophtera brumata (KY587653.1) and Hypolimnas bolina (MG934359.1). 

The wsp gene sequence could be used to resolve phylogenetic relationships from different Wolbachia strains 
[50]. The phylogenetic reconstruction 17 Wolbachia supergroup (A-Q) have been reported [51]. Our results 
have been found in previous studies two Wolbachia supergroup, and clustered in supergroup B [52, 36, 50, 27]. 
A phylogenetic tree of all the Wolbachia strains found in infected C. pipiens species was constructed. The 
phylogenetic relationship between Wolbachia strains isolated from various insects, we constructed a 
phylogenetic tree (Figure 3) of 21 arthropod sequences under the NJ method, and the tree topology of all 
subjected sequences revealed two supergroups (A and B). The first cluster (supergroup B) consisted of the 
orders including Diptera, Lepidoptera, Hemiptera, Coleoptera, Hymenoptera, and Lepidoptera, whereas the 
second cluster (supergroup A) showed a relationship between Formicidae, Diptera, Lepidoptera, Hymenoptera, 
and Coleoptera. The phylogenetic tree showed that the Wolbachia sequence from C. pipiens and different 
Diptera and Lepidopteran species were clustered. 
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Figure 3. Phylogenetic analysis of Wolbachia in C. pipiens species  

 

4.CONCLUSION  
Wolbachia infections were detected in the field populations of Mugla, from Turkey. Determining the infection 
frequency of Wolbachia is an important step in understanding the impact of these bacteria on insect evolution 
and dispersal ability in different habitats. The symbiont host interactions are important for the development and 
use of Wolbachia-based biological control methods. 
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Validation of QuEChERS Method for the 
Analyses of Chlorpyrifos-methyl, Lambda-
cyhalothrin andTebuconazole Residues in 

Grapes* 
Aysegul Duman1, Osman Tiryaki2 

Abstract 
Method validation (MV) is an important quality parameter in pesticide residue analyses and has a direct 
impact on the quality of data. MV is the process of verifying that a method is fit for purpose All methods 
used in pesticide analyses must be validated prior to original samples. Working with validated methods is 
also a basic requirement in ISO 17025 and OECD - GLP quality systems. This study was carried out to 
validate QuEChERS Official Method 2007.01 method using grapes spiked at 0.1 x MRL, 1 x MRL and 10 
x MRL levels of the three (chlorpyrifos-methyl, lambda-cyhalohtrin and tebuconazole) pesticides. For the 
extraction and cleanup, QuEChERS 2007.1 version was followed, then the samples were subjected to LC-
MS/MS for chromatography. For the quantification represenative (apple) matrix-matched calibration (MC) 
was used to compansate matrix effect. Detection limit of three pesticides blow the EU-MRLs. The recovery 
ranges were 91.3%-131.4% (mean 114.80%), 85.8%-133.2% (mean 108.05%), 90.3%-111.6% (mean 
102.96) for chlorpyrifos-methyl, lambda-cyhalohtrin and tebuconazole, respectively. The overall recovery 
of the QuEChERS method was 108.6% with a relative standard deviation (RSD) of 11.8% (n= 108).  These 
figures are within the recovery limits (60-140%) and the values specified for the repeatability (RSD ≤ 20%). 
%). The calibration curves of three pesticides were linear (R≥0.999). Precision, accuracy and linearity 
were also within the required limits. All the required method validation criteria were met in this study. 
QuEChERS method was found suitable for the analyses of chlorpyrifos-methyl, lambda-cyhalohtrin and 
tebuconazole residues in grape under our laboratory conditions. 

Keywords: Grape, method validation, pesticide residue,  QuEChERS Official Method 2007.01 

1.INTRODUCTION 
Pesticides are the most critical component of agriculture and will constitute an important input of agriculture 
in the future. Agricultural foods should not include any pesticide or should have residues less than specified 
MRL [1].  

QuEChERS method is developed by Anastassiades et all [2] and has been used for the analysis of a large 
number of pesticides in a wide variety of agricultural product. Modification of QuEChERS method was used 
in this study [3].  

According to SANCO/SANTE Guidelines method validation (MV) is an important quality parameter in 
pesticide residue analyses and has a direct impact on the quality of data. MV is the process of verifying that a 
method is fit for purpose. MV shows most common potential problems in the method. All methods used in 
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pesticide residue analysis must be validated prior to original laboratory samples. Working with validated 
methods is also a basic requirement in ISO 17025 and OECD - GLP quality systems. Despite the widespread 
use of the QuEChERS method in well-equipped laboratories, there is still a need for validation for local 
conditions of any laboratories. Recovery limit was specified in SANTE Guidelines as 60-140%  with the RSD 
≤ 20% [4], [5], [6], [7],[8]. 

The world grape production is about 79.1 Mt in 2018. With an annual production of 4.100.000 tons, Turkey 
has the 6th place in world grape production. About 83% of grape exported from Turkey is sent to EU (European 
Union) countries. Grape and its processed products are extensively consumed all over the world [9]. 

This study focused to validate analytical procedure for chlorpyrifos-methyl, lambda-cyhalohtrin and 
tebuconazole residues in grape. Spiked grape samples were analysed with QuEChERS method, followed by 
determination using LC-MS/MS. The the validity of the method were also performed by method-validation 
parameters ([6]-[7], [8]). 

2.MATERIALS AND METHOD 

o Material 

2.1.1. Reagents and  Chemicals 
Chlorpyrifos-methyl, lambda-cyhalohtrin and tebuconazole pesticide standards were supplied from Dr. 
Ehrenstorfer Laboratories GmbH, Germany, with the purity of 98.73%, 98.6% and 99.69%, respectively. Some 
physicochemical and toxicological properties of pesticides are given in Table 1. MgSO4*7H2O,  sodium acetate 
(NaAC), acetonitrile (MeCN),  methanol (MeOH) were supplied from Merck, with the purity of 99.5%,  99.0%, 
99.9%, 99.0% and 99.9%, respectively. PSA (Primary-secondary amine 40 µm, 100 g) was sourced from 
Agilent (Santa Clara, CA, USA). 
 
2.1.2. Instrumentation 
Chromatographic analyses were carried out with LC-MS/MS (Waters I Class Plus UPLC + Xevo TQ-S micro 
MS Detector) equipped with Acquity UPLC BEH C18 column (1.7 µm, 2.1 mm x 100 mm). Injection volume, 
flow rate and total run time were 1 µL, 0.35 mL/min and 15 min, respectively. Centrifuge (Hettich EBA 280, 
4500 rpm), 50 mL Falcon tubes, price balance (Shimadzu), vortex (VELP scientifica), Waring blender, glass 
GC vials (1.5 mL) and other glassware used in the study. 

Table 1. Physicochemical and toxicological properties of the fungicide of some pesticides  

Parameters Chlorpyrifos-methyl Lambda-
cyhalothrin 

Tecuconazole 

Chemical formula C7H7Cl3NO3PS C23H19ClF3NO3 C16H22ClN3O 

Group Organophosphates Pyrethroids  Triazole 

Mode of action Non-systemic 
acetylcholinesterase 
(AChE) inhibitors 
nerve action 

Non-systemic 

sodium channel 

modulatorsnerve 
action 

Systemic with 
protective, 
curative and 
eradicant 
action.  

Physicochemical property 

LogP: Octanol-water partition coefficient at 
pH 7, 20 °C  

4.7 5.5 3.7 

Solubility - In water at 20 °C (mg/L) 2.74 0.005 36 

Melting point (°C) 46 49.2 105 
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Boiling point (°C) Decomposes before 

boiling 
Decomposes 
before boiling 

Decomposes 
before boiling 

Degradation point (°C) 175 275 350 

Molecular mass (g/mol) 322.53 449.85 307.82 

GUS index 0.08 -2.09 1.86 

Toxicological property 

ADI: Acceptable Daily Intake 
(mg/kg/bw/day) 

0.01000 0.0025 0.0300 

EU MRL (mg/kg)  1.0  0.08 0.5 

ARfD:  Acute Reference Dose 
(mg/kg/bw/day) 

0.100 0.005 0.030 

MPI: The maximum amount permitted to be 
taken daily (mg / person / day) 

0.60 0.15 1.80 

Mammals - Acute oral LD₅₀  (mg/kg) 5000 56 1700 

 Mammals - Dermal LD₅₀  (mg/kg)  2000 632 2000 

Mammals - Inhalation LC50 (mg/L) >0.670 0.066 > 5.090 

Koc 4645 283707 - 

WHO Classification * III II II 

Health issues Reproductive / 
Growth effects 

Neurotoxic 

Cholinesterase 
inhibitor 

Endocrine 
disruptor 

Eye irritant 

Skin irritant 

Reproductive / 
growth effects, 
eye irritant 

 
* II, moderately hazardous; III, Less hazardous 
 
2.1.3. Preparation of standard solution and fortification solution 
Chlorpyrifos-M, lambda-cyhalothrin and tebuconazole stock solutions of 400 µg/mL were prepared with 
toluene. Working standard solutions (1.0 µg/mL) of 3 pesticides was obtained from stock solution by serial 
dilutions. Calibration solutions were prepared in MeCN  with the range of  20-4000 pg / µL, 10-2000 pg / µL  
and 1-200 pg / µL , for  chlorpyrifos-M, lambda-cyhalothrin and tebuconazole , repectively. For matrix-matched 
calibration (6 level), a representative commodity (apple) was used ([8],[10]).  Fortification standard solutions 
were also prepared, corresponding to 0.1 x MRL, 1.0 x MRL and 10.0 x MRL levels. Spiking level of 10 times 
MRL were diluted to fit calibration.  
 
2.1.4.Fortification trials and analyses 
According to EU Guide [11] 1 kg of blank (pesticides free sample) grape sample homogenized with blender. 
15 g homogenized sample spiked with 100 µL MeCN mixed above mentioned pesticide fortification solutions 
(Table 2). Tubes vortexed for 30 s and will left for 15 min for matrix penetration. Four analytical portions of 
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15 g was taken from each spiking level. Analysis of samples was performed with AOAC Method 2007.01 and 
LC-MS/MS. Schematic diagram of the method are illustrated in Figure 1. 
 
Table 2. Spiking levels for chlorpyrifos-methyl, lambda-cyhalothrin, tebuconazole. 

                       Spiking levels µg/kg  

Fortification level Code Chlorpyrifos-
methyl  

Lambda-
cyhalothrin  Tebuconazole,  

0.1 X MRL F1/1-4   100     8     50 

1 X MRL(*) F2/1-4   1000     80     500 

10 X MRL F3/1-4   10000     800     5000 

Control F0/1-3    

 (*)EU MRL, µg/kg 

 

 
Figure 1. Schematic presentation of QuEChERS-AOAC Official Method 2007.01. 
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2.2 Method 

2.2.1. Method validation 
Validation of the method for chlorpyrifos-M ,lambda-cyhalothrin and tebuconazole residues in grape was 
performed by spiking at 3 concentration (0.1 x MRL, 1.0 x MRL and 10.0 x MRL levels) with 4 replicate 
analysis. Then the evaluation was carried out with the single method validation approach [12]. The method 
performance was evaluated by considering some validation criteria ([8], [13]). 

3.RESULTS AND DISCUSSION 

3.2. Method performance and method validation 

3.2.1. Linearity 
Chromatogram and calibration curve of pesticide werepresented in Figure 2. Calibration curves of chlorpyrifos-
M,lambda-cyhalothrin and tebuconazole, standard in representative sample matrix were linear over the range 
of  20-4000 pg /µL, 10-2000 pg /µL  and 1-200 pg /µL,respectively, with R2, (R2 ≥ 0.999). In matrix-matched 
calibrations, regression equation is known as analytical function [14]. The analytical functions of pesticides 
were used for quantification of the analytes. 

 
Figure 2. Chromatogram and Calibration Curve of 3 Compounds in Matrix-matched Calibration 

3.2.2. Chromatographic repeatability 
Chromatographic repeatability was also assessed in the study.The retention time of the compounds in the extract 
should correspond to that of the calibration standard with a tolerance of ±0.1 min ([8],[15]).  Retention times 
in all calibration range of chlorpyrifos-M (20-4000 pg/µL range), lambda-cyhalothrin (10-2000 pg/µL range) 
and tabuconazole (1-200 pg/µL range) were 10.13, 11.25 and  9.69, respectively.  
 
3.2.3. Detection limit (LOD) 
Detection limit of chlorpyrifos-M,lambda-cyhalothrin and tebuconazole running method was 20, 10 and 1 
µg/kg respectively. These figures, which is obtained from LC-MS/MS software programme, were less than 
MRL. MRL value of chlorpyrifos-M,lambda-cyhalothrin and tebuconazole for grapes were 1000, 80 and 500 
µg/kg, respectively (Table 1). 
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3.2.4. Recovery, precision and accuracy 
The recovery, precision and accuracy were identified in 3 parallels of analytical portions at 3 fortification levels 
of chlorpyrifos-methyl, lambda-cyhlothrin and tebuconazole. The recovery is the ratio of determined quantity 
to spiking level of the pesticide. Pesticides recoveries varied between 86-133%. The recovery ranges and mean 
recoveries were 91.3-131.4% (mean 114.50%), 85.8-133.2% (mean108.05%), 90.3-111.6% (mean 102.96%) 
for chlorpyrifos-methyl, lambda-cyhlothrin and tebuconazole, respectively. The overall recovery of the method 
was 108.6% with a RSD of 11.8% (n= 108).  Considering the precision of the method (closeness of repeated 
analyses), RSD value were identified as 11.02% 14.15%, and 6.15% for chlorpyrifos-methyl lambda-cyhlothrin 
and tebuconazole, respectively. Overall recovery of the method, standard deviation and RSD values (n=108) 
were 108.6%, 12.87 and 11.85%, respectively. All individual recoveries and accuracies of 3 compound as 
overall recovery and repeatability as RSD were within the required limit (60% ≤ Q ≤ 40% and RSD ≤ 20%) for 
3 pesticide in grape [8].Accuracy is the closeness of the measured value to actual values. Accuracy is the 
closeness of the measured value to actual values. Accuracy values are given in Table 3. 
 
 
 
Table 3. Method validation criteria obtained from recovery trials with 3 fortification levels of pesticides  

Analyte Spiking ug/kg Found   
ug/kg 

Recovery 
% 

(As o tool 
for truness) 

SD RSD % 

(As o tool 
for truness) 

Accuracy     
% 

 

 

Lambda- 
cyhalothrin 

8     9.72 121.57 16.78 13.80  

80   77.74   97.17   7.25   7.46  

800 843.25 105.40   8.47   8.04  

Mean recovery, n=36 

Recovery range, 85.8-
133.2%   

108.05 15.27 14.13 108.05 

 

 

Chlorpyrifos- 
methyl 

100     128.69 128.69   2.02   1.57  

1000   1123.23 112.32   8.53   7.59  

10000 10340.55 103.40   8.60   8.32  

Mean recovery, n=36 

Recovery range, 91.3-
131.4%   

114.80 12.65 11.02 114.80 

 

 

Tebuconazole 

50     54.48 108.96 2.47 2.26  

500  501 .33 100.26 5.77 5.76  

5000 4983.07   99.66 5.36 5.40  

Mean recovery, n=36 

Recovery range, 90.3-
111.6% 

102.96 6.33 6.15 102.96 
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Overall recovery of the method (accuracy of the method): 108.60% (n=108, SD=12.87, RSD=11.85); 

Recovery range: 86-133% 

4.CONCLUSIONS 
In this study the required method validation criteria were met.  QuEChERS method was found suitable to 
perform 3 pesticide residue analysis in grapes under our laboratory conditions the method validation revealed 
high performance in terms of precision (RSD), recovery and accuracy. 
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